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Abstract: Bandwidth may refer to bandwidth capacity or available bandwidth in bit/s, which typically means the net bit rate or the 
maximum throughput of a logical or physical communication path in a digital communication system. In the available or existing 
bandwidth of an enterprise, how the enterprise can utilize this existing bandwidth (without increasing the bandwidth capacity) in an 
efficient way for all applications that an enterprise have. This problem is analogous to the resource (particularly processor management 
of Operating system) utilization in efficient way. Optimized use of bandwidth in the specific locality can effectively give solutions for 
bandwidth utilization problems. There is no single best practice in architecting such a network. The truth of the matter is that some 
measure of compromise is required, unless cost is not a factor. IT administrators and network architects must begin with a solid 
conceptual and empirical understanding of several component factors. An important quantity of interest in mobile backbone networks is 
the number of regular nodes that can be successfully assigned to mobile backbone nodes at a given throughput level. This paper 
develops a novel technique for maximizing this quantity in networks of fixed regular nodes using mixed-integer linear programming 
(MILP). The MILP-based algorithm provides a significant reduction in computation time compared to existing methods and is 
computationally tractable for problems of moderate size. 
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1. Introduction 
 
In the current trends of educat ion & similar applications use 
of internet / intranet and vi rtual classrooms are pl aying vital 
rule part icularly for shari ng of the expert recourses. 
Bandwidth i s t he onl y t ool which enhances the 
communication o ver in ternet / in tranet applications. 
Optimized use of b andwidth in  th e sp ecific lo cality can  
effectively give solutions for bandwidth utilization problems. 
Objective of research work is  to study and anal yze various 
options for utilization of bandwidth optimally.  
 
Communication takes a vital role in day today’s activities of 
transforming education. More  than 500 Million of people 
around t he worl d use wireless communication. Wireless 
networks become the essential part of the human being. Due 
to sudden rai se of m obile devi ces, y ields an importance of 
wireless communication. Almost in essence com munication 
(wireless) becomes the most important factor of t he human 
being. A survey  resul ts out  of 04 m embers one i s having a 
mobile phone i n Indi a. Due t o random  increase in the 
number of users, perform ance of com munication i s 
challenging task fo r En gineers an d scien tists. Ban dwidth is 
one of t he t ools whi ch enhance t he com munication over 
internet / intranet applications.  
 
On wireless networks, the bandwidth is sh ared between the 
clients, which m ean th at th e av ailable b andwidth always 
fluctuates. Thi s paper focuse s on a hierarchical network 
architecture cal led a m obile backbone net work, i n whi ch 
mobile agent s are depl oyed t o provi de long-term 
communication support  for ot her agent s i n the form of a 
fixed backbone over whi ch end-t o-end com munication can 

take place. Mobile backbone networks can be used to m odel 
a variety o f m ulti-agent system s. Fo r ex ample, a 
heterogeneous system composed of ai r and ground vehicles 
conducting ground measurements in a cluttered environment 
can be appropriately modeled as a mobile backbone network, 
as can a team  of m obile robotic  agents deployed to collect 
streams of data from a network of stationary sensor nodes. 
 
2. Optimizing Bandwidth for the Enterprise 
 
There is no single best practice in architecting such a 
network. The t ruth of t he m atter i s t hat som e m easure of 
compromise is required, unl ess cost  i s not  a fact or. IT 
administrators and network archi tects m ust begi n wi th a 
solid concept ual and em pirical underst anding of several 
component factors. These include:  
 
 What is the size and profile of the user base?  
 This will include: Ho st u sers, W eb serv ers o r o ther 

resources resident on t he LAN, R emote appl ication 
services used by  l ocal host s, VoIP or ot her st reaming 
protocols 

 What is the utilization profile?  
 Are th ere m ultiple ap plications in  co nstant u se, o r are 

there variances in traffic patterns based on time-of-day?  
 What quality of service is required?  
 The static content, such as  passi ng W ord or e-m ail files, 

offers much more leeway in terms of throughput than does 
VoIP.  

 Will the existing access routers support the required load?  
Number of WAN ports confi gurable on t he pl atform, 
Processor capabilities, Maximum slot-table RAM (vendors 
generally specify 128 Mbps minimum to support full BGP 
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route announcem ents), Pl atform vendor's proprietary 
protocols. 

 
In computer net working and com puter sci ence, di gital 
bandwidth, net work bandwi dth or just  bandwi dth is a 
measure expressed in bit/s o r m ultiples o f it (k bit/s, 
Mbit/s).Bandwidth may refer to  cap acity o r p hysical 
communication path in a digital communication system. The 
reason for this usage is that according to Hartley' s law, the 
maximum dat a rat e of a phy sical com munication link is 
proportional to i ts bandwi dth i n hert z, whi ch i s som etimes 
called "anal og bandwi dth" i n computer networking 
literature. Bandwidth may also refer to consumed bandwidth 
(bandwidth consum ption), correspondi ng t o achi eved 
throughput, i.e. average data rate  of successful data transfer 
through a communication path. This meaning is for example 
used in expressi ons such as bandwi dth t ests, bandwi dth 
shaping, b andwidth m anagement, bandwidth throttling, 
bandwidth cap, bandwi dth al location (for exam ple 
bandwidth al location prot ocol and dynamic bandwidth 
allocation), etc. An ex planation to  th is u sage is th at d igital 
bandwidth of a bi t st ream i s proportional to the average 
consumed si gnal bandwi dth in Hertz (the average spectral 
bandwidth of t he analog signal represent ing the bit stream) 
during a studied time interval. 
 
Digital bandwidth m ay also  refer to  av erage b it-rate after 
multimedia data compression (source coding), defined as the 
total am ount of dat a di vided by  the playback time. Some 
authors prefer l ess am biguous t erms such as gross bit rate, 
net bit rate, channel  capaci ty and t hroughput, t o avoi d 
confusion between digital bandwidth in bits per second and 
analog bandwidth in hertz. 
 
The task of supporting integr ated m ulti-rate m ultimedia 
traffic i n a bandwi dth poor wi reless envi ronment poses a 
unique and chal lenging probl em for network managers. On 
wireless networks, th e b andwidth is sh ared b etween th e 
clients, which m ean th at th e av ailable b andwidth always 
fluctuates. Ad aptive m ultimedia co ntents are required 
because of this fluctuation in  order to optim ize the wireless 
available bandwi dth. In our l ast paper [1] , we descri bed 
installation of proxy serv er o ptimizes 3 0-40% o f u tilized 
bandwidth hence it reduces the traffic to some extent.  
 

Internet Connection Bandwidths 
 
Below is a table showi ng t he m aximum bandwi dth of 
different connection types to the internet [2] 
 

 
 
 
 
 
 
 
 
 
 

Table 1: Maximum bandwidth of different connection types 
to the internet 

Connection types Maximum bandwidth 
Modem / Dialup 56 Kbit/s 

T1 1.544 Mbit/s 
Ethernet 10 Mbit/s 

Wireless 802.11b 11 Mbit/s 
T3 43.232 Mbit/s 

Wireless-G 802.11g 54 Mbit/s 
Fast Ethernet 100 Mbit/s 

OC3 155 Mbit/s 
Wireless-N 802.11n 300 Mbit/s 

OC12 622 Mbit/s 
Gigabit Ethernet 1000 Mbit/s 

OC48 2.5 Gbit/s 
OC192 9.6 Gbit/s 

10 Gigabit Ethernet 10 Gbit/s 
 
3. Problem Statement 
 
In this paper, we present sophisticated communication model 
similar t o t hat descri bed by  Sri nivas and M odiano [3]. 
Assumption m ade: Throughput  (dat a rat e) t hat can be 
achieved between a regul ar node and a m obile backbone 
node is a monotonically non-increasing function of bot h the 
distance between the t wo nodes and t he num ber of ot her 
regular nodes t hat are al so com municating wi th t hat 
particular m obile backbone node and t hus causing 
interference. While our results are val id for any  throughput 
function t hat i s m onotonically non-i ncreasing i n bot h 
distance an d clu ster size, it is useful to gain intuition by 
considering a part icular exam ple. One such exam ple is the 
throughput function resulting from  the use of a Slotted 
Aloha com munication prot ocol i n whi ch al l regular nodes 
are equally l ikely t o t ransmit. In t his, t he t hroughput  
between regular node i and mobile backbone node j is given 
by, 

   (1) 

Where s the number of regular nodes assigned to mobile 
backbone node j,  is the distance between regular node i 
and mobile backbone node j, and  is the path loss exponent. 
As noted in Ref. [3], one can use the fact that , 

 
to obt ain a si mpler expressi on for t he Sl otted Al oha 
throughput funct ion (for c > 0). Hence t he t hroughput in 
simplified form is given by, 
 

           (2) 

Where  is the base of t he natural logarithm. Building upon 
this continuous throughput m odel, we pose t he m obile 
backbone network optimization problem as follows: given a 
set of N regul ar nodes di stributed in a pl ane, our goal is to 
place K m obile backbone nodes, that can occupy arbitrary 
positions i n t he pl ane, whi le si multaneously assi gning the 
regular nodes to the m obile backbone nodes, such t hat t he 
effectiveness of the resu lting network is m aximized. In  th is 
work, the effectiveness of the resulting network is measured 
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by t he num ber of regul ar nodes t hat achi eve throughput at 
least , (al though ot her form ulations such as:  whi ch 
maximizes the aggregate throughput achieved by all regular 
nodes) are possible. The particular choice of objective in this 
work is m otivated b y ap plications such as cont rol over a 
network, in which a m inimum throughput level is required, 
or sensing applications in which sensor measurements are of 
a known size. Thus, our objective is to maximize the number 
of regular nodes that achieve throughput at least  . 
 
4. Additional Assumptions  
 
Because each “cluster” com posed of a m obile backbone 
node and i ts assi gned regular nodes operat es at  a di fferent 
frequency than other clusters, each regular node can be 
assigned to a single mobile backbone node, and it is assumed 
that regular nodes assi gned t o one m obile backbone node 
encounter no i nterference from  regul ar nodes assi gned t o 
other m obile backbone nodes. W e al so assum e that mobile 
nodes need not  be connect ed t o one another. This 
assumption models the case in which mobile backbone nodes 
serve to provide a satellite upli nk for regular nodes; this is 
the case, fo r in stance, in  hastily-formed networks that 
operate in disaster areas [4]. This assumption is also valid for 
the case in which the mobile backbone nodes are known t o 
be powerful enough to com municate effect ively over t he 
entire probl em dom ain. For cases i n which the problem 
domain i s so l arge t hat mobile backbone nodes have 
difficulty com municating with  each other, it would be 
necessary t o devel op al gorithms t o ensure connectivity 
between t he m obile backbone nodes. W e consi dered “one-
time” network design m odel m eans, once t he m obile 
backbone nodes have been placed  at their optimal positions, 
no improvement can be obt ained by  m oving furt her and i s 
also sui table for cases i n which mobile backbone nodes are 
deployable, but cannot move once they have been depl oyed. 
We assum e t hat t he posi tions of regul ar nodes are known 
with complete accuracy, e.g., because the regular nodes are 
equipped with GPS. The probl em of deal ing wi th error i n 
regular node position estimates is a topic of future research. 
 
5. MILP Approach 
 
Although the problem considered in this paper i s similar to 
that encount ered i n cel lular net work opt imization, t he 
approaches t aken herei n di ffer from  t hose i n t he cellular 
literature. Some approaches to cellular network optimization 
take base station placem ent to be given, then optimize over 
user assi gnment and t ransmission power t o m inimize t otal 
overall interference [5] -[8]. In contrast, we seek to optimize 
the network si multaneously over m obile backbone node 
placement and regular node a ssignment, without assum ing 
variable tran smission p ower cap ability o n th e p art of the 
regular nodes and without lim iting the placem ent of the 
mobile backbone nodes. 

 
Figure 1: Typical mobile backbone network with mobile 

backbone and regular nodes. 
 
A typical exam ple which we cons idered in our work of an 
optimal solution to the sim ultaneous placement and 
assignment problem is shown in figure 1. Regular nodes are 
denoted by  and the mobile backbone nodes by . Regular 
nodes have been assi gned t o mobile backbone nodes such 
that t he num ber of regul ar nodes t hat achieve throughput 

 is maximized. In this example, clusters of regular nodes 
and mobile backbone nodes are of relatively small size, and 
the regular nodes are distri buted intelligently am ong the 
mobile backbone nodes, wi th fewer regul ar nodes bei ng 
allocated to mobile backbone nodes with larger cluster radii. 
In this exam ple, all regular  nodes have been successfully 
assigned t o m obile backbone nodes. Mobile backbone 
network optimization problem stated as:  
 

 - Locations of the regular nodes i = 1….N (regular nodes 
are stationary),  - desired minimum throughput level, - 
throughput funct ion and  -the selected locations of the 
mobile backbone nodes i  = 1….K (t he deci sion vari ables) 
and A - the assignment of regular nodes to mobile backbone 
nodes, this optimization problem can be stated as: 
 

        
Subject to   for I = 1,2,…….K 
A  
Where A is the set of valid assignments,  is 
number of regul ar nodes t hat achieve throughput level . 
Each mobile backbone node can be placed at the 1-center of 
its assi gned regul ar nodes i n an opt imal sol ution while 
calculating throughput functions that are monotonically non-
increasing in distance. The 1- center lo cation fo r a set o f 
regular nodes i s t he l ocation t hat m inimizes t he m aximum 
distance from t he m obile backbone node t o any  of t he 
regular nodes i n the set . Consider a feasi ble solution to the 
mobile backbone net work opt imization probl em, i .e., a 
solution in which K m obile backbone nodes are placed 
anywhere in the plane, (each regular node is assigned to at 
most one m obile backbone node ) and each assigned regular 
node achieves throughput at least . Let Ak denote the set 
of regular nodes assi gned t o m obile backbone node k, for 
k=1,2…k, and l et r k denote the distance from  m obile 
backbone node k to the most distant regular node i n Ak. By 
our assum ption t hat t he sol ution i s feasi ble, we know 
that . Now, modify the solution such that 
mobile backbone node k is placed at the 1-center of the set 
Ak, leaving the assignm ent A k unchanged. B y defi nition of 
the 1-cent er, t he di stance from every  regul ar node i n Ak to  
mobile backbone node k i s no m ore than rk. In particular, if 

Paper ID: 01130921 86 of 88



International Journal of Scientific Engineering and Research (IJSER) 
www.ijser.in 

ISSN (Online): 2347-3878 
Volume 1 Issue 1, September 2013 

the di stance from  t he m obile backbone node t o t he most 
distant regul ar node i n A k i s now denot ed by  , we know 
that, 
 

  
since  i s a non-i ncreasing funct ion of di stance. Thus, the 
modified sol ution i n whi ch t he m obile backbone node is 
placed at the 1-center of its assigned regular nodes is feasible 
and h as th e sam e o bjective v alue as th e o riginal solution. 
Repeating the argument for t he remaining mobile backbone 
nodes 1,2, … k, we can see t hat restricting the feasible set of 
mobile backbone node l ocations t o t he set  of 1-center 
locations of al l subsets of regul ar nodes does not reduce the 
maximum objective value that can be obtained. The network 
design probl em t hat produces an optimal solution to the 
mobile backbone net work opt imization probl em i s 
constructed as follows. A source node, s, i s connect ed t o 
each node in the set of nodes N= {1,2,…N} (see Fig. 2). N 
represents the set of regular nodes. The arcs connecting s to i 

 N are of uni t capaci ty. Each node i  N is in  tu rn 
connected t o a subset  of t he nodes i n M = {N+1, N+2, … 
N+M}, where M  is O(N 3). M represents the set of possible 
mobile backbone node l ocations, i .e., the 1-center locations 
of the subsets of regul ar nodes. Node i  N is connected to 
node N+ j   M if, and only if, regular node i is within the 1-
center radius of location j. The arc connecting i to N + j is of 
unit capacity. 

 
Figure 2: The joint placement and assignment problem for 

mobile backbone network design problem 
 

Finally, each node in M is conn ected to the sink, t. The 
capacity of the arc connect ing node N +  i  M to  the sink is 
the product  of a bi nary vari able y i, wh ich rep resents th e 
decision of whether to place a m obile backbone node at 
location i, and a const ant ci, which is the maximum number 
of regular nodes that can be assi gned to a m obile backbone 
node at location i  at  the desired throughput level . The 
quantity c i can be efficiently com puted in one of two ways. 
For an easi ly-inverted t hroughput funct ion such as the 
approximate Slotted Aloha funct ion descri bed by  Eq. (2), 
one can si mply t ake t he i nverse of t he expressi on wi th 
respect to cluster size, evaluate the inverse at the desired 
minimum t hroughput l evel , and t ake t he fl oor of t he 
result to  o btain an  in teger v alue for ci. For t he t hroughput 
function given by Eq. (2), we have 

 ;             (3) 

where r i is th e 1 -center rad ius associated with 1-center 
location i. If the t hroughput funct ion cannot  easi ly be 
inverted with  respect to  cluster size, as is the case with the 
exact Sl otted Al oha t hroughput funct ion gi ven i n Eq. (1), 
one can perform a search for the largest cluster size c i ≤ N 
such that . If K m obile backbone nodes are 
available t o provi de com munication support  for N regular 
nodes at gi ven l ocations, and a t hroughput l evel  is 
specified, the goal of t he net work desi gn probl em i s t o  
select K arcs incident to the sink and a feasi ble flow x such 
that t he net  fl ow t hrough t he graph is maximized. The 
network design problem can be sol ved vi a t he fol lowing 
mixed-integer linear program (MILP), which we denote as,  

          (4a) 
Subject to         (4b) 
The objective of t he Network Design MILP is to maximize 
the flow x through the graph (Eq. (4a)). The const raints state 
that K arcs (m obile backbone node l ocations (4b)) m ust be 
selected [9]. 
 
The geom etry of t he m obile backbone net work problem is 
described by the arcs connect ing node set s N and M, while 
both t he t hroughput funct ion and t he desi red minimum 
throughput level are captured in the capacities of the arcs 
connecting nodes in M to the si nk, t. Any feasible placement 
of mobile backbone nodes and assi gnment of regul ar nodes 
is associated with  a feasib le so lution to  the network design 
problem with the same objective value; likewise, any integer 
feasible solution t o t he net work desi gn probl em y ields a 
feasible placement and assignm ent in the m obile backbone 
network optimization problem, such t hat t he num ber of 
regular nodes assi gned i s equal  t o t he vol ume of flow 
through the network designed graph. 
 
6. Results 
 

 
Figure 3: Delay V/s Throughput and Time efficiency 

 
7. Conclusion 
 
Based on si mulation resul ts, we concl ude t hat the MILP 
based approach provi des a considerable computational 
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advantage over exi sting t echniques for m obile backbone 
network optimization. This approach has been successful ly 
applied to a problem in which a maximum number of regular 
nodes are t o be assi gned t o mobile backbone nodes at a 
given level of throughput, and to a related problem from the 
literature in which all regular nodes are to be assigned to a 
mobile backbone node such t hat t he m inimum t hroughput 
achieved. 
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