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the (Packets Capture Result). detectedn a particular cluster.
Fig. 1.Workingof PFAC Algorithm

e Data Compilation: The respective system logs woube
generated from networks onsite servers and stores into loChlster frequency describes the clustdrich gets detectelly
database. This data wille then pushedo HDFS by using the intrusion patternt* p With respectto the crop data. The
Hadoop agent anils eco-system. Once data are pulled intcorpus is a collection of clusters data from entire
HDFS thenit is processedoy Hadoop Data platform and infrastructure. With this approachve consider both higher
stored in a structured format using HBase. The proposethd lower score values order to determinean intrusion
system compiles logs and associated information from gatewaich is found rare and found majorly a particular cluster.
servers and sends this datasethe next step foGP-GPUto Finally taking the producbf PF and ICF frequencyve get
detect intrusion into the network logs. scoring weight.

cooen ntll
e Traffic Analysis: We have implemented a NIDS
framework with functionalityof Traffic Ingestion Packet
Analysis and Hadoop Computatioon the sample logof
network traffic (packet data).In this implementat@nNIDS,
we analyze the design consideratibg integrating Hadoop
and GPGPU environmen®¥We have constructed a clustef
three computer systentd Pentium cord7 processor with 4
physical cores,16 GB memory for observing preliminary
outputs of the system. A Hadoop master node that has a
Namenode and a Tasktracker configured ighGiga Bytes
e Intrusion Detections: The compiled logs are moving of RAM. Clusters are installed with Apache Hadoop 2dn0
forward at GP-GPU for intrusion detectiorby performing Ubuntu 12.04 LTS operation systefo f t svare Java 1.7
pattern matching intd. We perform signature mapping usingJDK, Eclipse LunaHadoop 1.0 plugindHBaseto beinstalled
Aho-Corasick algorithmon GP-GPU in order to provide ona master node.
Multi-Pattern matching using SIMD architecture. The system
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first performs intrusion detection functionality basedstate ( (e [ ) —)
transition and parallel calculates intrusiomthat dataset. The >T7 —

i i i i Getwerk Access cglon Server Region Server .
result includes information regarding numbef detected e i {
intrusionin particular network logs. 4 e

—
e Intrusion Analysis: The result from CUDAs dumped back Hl }' AP i‘ k=
into file-system which contains the threads count and FIDTS Storage rythn
vu_Inerab|I|ty foundin respective data sets. The mfo_rmatlsn T % _ E% )
utilized by the Hadoop ecosysteto perform analytics over — it Netwvork Iorusion Detecton Sye¥om vslog HADOOT 803 GEGED

[
A

the dataset. This helps the security administretaronfigure
out network security policies and network settinigs.this
module Hadoop performs analytic based PRICP scoring
values which will seén the next sectioof the paper.

Figure 2: Proposed NIDS Architecture

e The network traffic sniffings carried outby using Python-
Scapy packet crafting library [13]. The packet capturingpscri

) . is a codein python language which provides fast packet
5.SystemModeling and Design capturing and result manipulation. The initial resoftpacket

) ) ) ~ capturingon the network are showasfollowing.
In our proposed workthe intrusion detection modules

implementedby using PFAC algorithm approacin which 6.SystemModel
failure transitions are removed from the state transition

machine. The Network Intrusion Detection System Architecture Based

on Hadoop and GPGPId definedbyw = (S,1,0,0,F). Let
usassume the NID8 in its initial secure stat§.

The intrusions analytics will help network administrattos

configure network security policyas per changing 1. S:System States including system processgsogram.
methodologyof attackson the network!f we wantto know the 2. I : The sebf inputto the system that includes datefile.
statically view of network attack then the analysiss best 3. O: The sebf possible outputo the system.

optionto perform check®n network attack withts types and 4. A: System access attribute that includes readte,
priority. We apply Pattern Frequency Inverse Clustesippendexecutes and contr@l, w, e, and c).

Frequency (PF-ICF) approach whids based on Term 5 § : system Transition Function.

Ffetiuznfy - '”‘t’efse IDOICl:me:‘; Fretguency [1'?1- tg"st 6. F : Final stateof the system.

methodology system calculates the pattern score for detec . .

intrusionon the network. The pattern gets ranked with respetz?[gr : Time variable refeby system componentt €t > 0.
to the cluster frequencyn which it gets detectedt considers A.System States: Let séb be definedas the initial stateof
as pattern frequency such that how many times the patiern the system. Assuming initial staté the NIDSis secure with

o Parallel Failure-less Aho-Corasick Approach:
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referenceo system timd €t >0.
S={S|Se (0|1 SystensState} , T
_|Ofor,t=0

_{(0|1)for t>0

B.System Input: L(_et s:etI be defined as the inputto the
system. The inputdX, Iy € [are two input sourcet the

system.
I ={ix,iy are InputEvens of systerh

System Output

Output oy

- ix= packet data from network
~ |iy= accessLogsfrom network

C.System Output: Let sdD be definedasthe output from the \

NIDS system. The input®X, 0y € Oare two output sources o

to the system.

O ={ox, oy U S" U F OutputEvets with FinalStat¢

o- {ox= Systen®utput 7.Analysis
oy= Final StateOutput

Figure 4: NIDS Proposed Model

The proof of concept (POC) for the proposed systeims
D.Transition Function: Let sed be definedas a Transition described below.We have implemented small functional
Functionof the system. The system transaction depends up@@dule for Traffic Ingestion Packet Analysis Hadoop
system initial state S and with system functionality computationon log datasetand data analytics over dataset.
representety 0. Deper_1d|ngpn s:_impl_e module and mathematical analg$ithe
e ons ) following function it is easyto understand the concepf
522(8 A* F)wrt Timet >0 of thesystem integrating  GPGPU into Hadoop frameworkVe have
5={|t * fiq * AL wrt Timet >0 constructed a clustesf three computer systentd Pentium
coreib processor for observing preliminary outpafssystem.

fy = PacketAnalyze( packe) A master node that has a Namenode and Tasktracker configure

f =Trafficingesior(datase} with 4 GBytesof RAM. Clusters are installed with Apache
_ ; i Hadoop 2.1.0on Ubuntu 12.04 LTS operation system.

{9 = IntrusionDetectior( packet datase} Sof f ware dava 1.7 JDKEclipse Lunpa Hadoopyl.o

f4) = Intrusion/nalysigdatase} pluging HBase and Fluméo be installedon a master node.

E.Final State: Let sefF be definedas the final stateof the Nodes are connectdry 100 MBPS Ethernet cable.

system.

F ={zeF |Fis FinalStateof systerh 7.1 Packet Analysis:

) The packet analysiss carried outby using Python-Scapy
F ) 2=0 Systemexit Successfly packet crafting library [13]. Packet capturing sciptwritten
z=1 Systemexit Unsuccessflly in python which provides fast packet designingeractive

A.System Model Diagram: The proposed NIDS moiel Packetand result manipulation.
represented and shows inptd the system from various ) .

networks. The system includes two Hadoop and GPU modufes Data Analytic usingFICF:
to perform allsystem functions and generates output from the

system. The operational flowf the systemis representsn  Using Hadoopwe get flexibility to perform wide rangeof
Fig.4. analyticson Big-data. Herein our proposed system (NIDS)

we applied PRICF to perform analysion intrusions pattern
over entire infrastructure. The data analysis requires some
unique scoring valuesn this approachve use scoring weight
for intrusion pattern over the network. Depending upon pattern
frequency over network cluster frequengye can determine

the wide spreadf intrusions over the network.

B. Intrusions Type®n the network:

a.Node 1 :DOS DOS, ArpPoi, Tcp_Syn Tcp_Syn Tcp_Syn.
b.Node 2 :DOS DOS DOS, Tcp_SynTcp_Syn Tcp_Syn.

c. Node 3 :DOS DOS, ArpPoi, Tcp_Syn Tcp_Syn Tcp_Syn.
TABLE . PFICF Score Weight

Intrusion Detectedon Network
Id Denial of _
Services Tcp_Syn | ArpPoi
Node 1(PF
ICF): 0.33 0.50 0.1872
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Intrusion Detectedon Network In future work the proposed NIDS system would capatue
Id Denial of . perform on high end computation basedh Kepler GPGPU

Services Tep_Syn | ArpPoi architecturein orderto accelerate overall performance. The
Node 2(PF 050 0.50 0 system is also very opento adapt high data analytic
ICF): ' ' computation using Hadoop Eco-systems. The network security

i i v t al

Nodg 3(PF 033 0.66 0.1872 always remains a very challenging aspezive must always
ICF): keep on updating network securityby applying new

technology and approach.
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