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Abstract: Segmentation is a method of partitioning an image into useful objects, image processing is a method of converting an image into digital form and performing some operations on it so to enhance and extract some useful information from it. It found various applications in the field of engineering, robotics, also analysis and computer vision techniques are increasing in prominence in medical science and in case of kidney stone disease the image segmentation of ultrasound images of stones are found to be effective in medical imaging. By using such techniques, it is also possible to extract some features that will be very helpful for the diagnosis of the medical images to make comparative study on images for better decision making. For gray scale images, thresholding is widely considered to extract key features from input image. The main objective is to enhance the key feature of an image using the best possible bi-level as well as the multilevel threshold. This paper presents a latest review of different technologies used in medical image segmentation like bacterial foraging optimization, harmony search & Electromagnetism optimization etc.
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1. Introduction

The X-ray, positron emission tomography (PET), computed tomography (CT), Ultrasound (US) and magnetic resonance imaging (MRI) are the widely available different medical imaging modalities which are broadly employed in regular clinical practice. Ultrasound imaging modality is one of the popular method used by specialist to diagnose it. The reason behind the wide use of ultrasound images is because they are non-invasive, portable, radiation free, and affordable [1]. Segmentation help to detect and quantitatively analyze the images which provides useful information regarding the progression of the disease[1]. Image segmentation can be considered as one of the important step in image processing applications. It is the process of classifying the set of pixels with similar properties in the same region. It divides an image into several segments and those set of similar segments collectively cover the entire image [2]. Usually, this segmentation process is based on the image gray-level histogram, namely image histogram thresholding. The thresholding can be regarded as the simplest one. For bi-level thresholding there are two popular classical methods are Otsu method which choses the optimal thresholds by maximizing the between class variance of gray levels. Kapur's method finds the optimal threshold values by maximizing the entropy of histogram. Kittler and Illingworth assume that the gray levels of each object are normally distributed in an image. Multilevel thresholding uses a number of thresholds in the histogram of the image to separate the pixels of the objects in the image.

2. Ultrasound Imaging Modality

The ultrasound imaging is a technique of viewing the internal organs of the body. It involves exposing that part of the body to high frequency sound waves. They show the organs structure and movement, as well as blood flowing through blood vessels. In the Kidney there are various abnormalities. In a country like India there are various factors which decide the diagnosis of a particular disease and one of the major factor is cost of procedure[3]. The study made by Well suggests that the choice of the best imaging technique to solve any particular clinical problem is actually based on the factors such as resolution, contrast mechanism, speed, convenience, acceptability, cost and safety. The ultrasound imaging techniques performs better for imaging soft tissues in terms of the following factors: accurate spatial resolution for abdominal scanning, good tissue contrast, real-time methodology, convenient to use, highly acceptable to patients, and apparently safe in applications.

3. Image Segmentation

Image segmentation is very essential to image processing and pattern recognition. It leads to the high quality of the final result of analysis. Segmentation subdivides an image into its constituent regions or objects [4]. The level of detail to which the subdivision is carried depends on the problem being solved. That is, segmentation should stop when the objects or regions of interest in an application have been detected. Segmentation accuracy determines the eventual success or failure of computerized analysis procedures. For this reason, considerable care should be taken to improve the probability of accurate segmentation.

3.1 Bacterial Foraging Optimization

Bacterial foraging optimization algorithm (BFOA) has been widely accepted as a global optimization algorithm of current interest for distributed optimization and control. BFOA is inspired by the social foraging behaviour of Escherichia coli. BFOA has already drawn the attention of researchers because of its efficiency in solving real-world optimization problems arising in several application domains. In recent years, bacterial foraging behaviours i.e., bacterial chemotaxis as a rich source of potential engineering applications and computational model have attracted more and more attentions. A few models have been developed to mimic bacterial foraging behaviours and been applied for solving practical problems. Among them, Bacterial Foraging Optimization (BFO) is a population-
based numerical optimization algorithm. If there is a need of the multithresholding in image processing application, a global and generic objective function is desired so that each threshold could be tested for its best performance statistically. The maxima of the selected threshold is optimized by using the BFO algorithm based on constant chemo taxis length, constant rate of elimination and dispersion of bacteria and constant swim and tumbling of bacteri[5,6]. The constant rate of swim, tumbling and rate of elimination and dispersion does not provide a natural optimization of the maxima of the threshold level from the given threshold levels. As a heuristic method, BFO is designed to tackle non-gradient optimization problems and to handle complex and non-differentiable objective functions. Searching the hyperspace is performed through three main operations, namely chemotaxis, reproduction and elimination dispersal activities. These steps are defined as:

Chemotaxis: Chemotaxis is the activity that bacteria gathering to nutrient-rich areas spontaneously. This process simulates the movement of an E.coli cell through swimming

\[
J_{cc} (\theta, P(j,k,l)) = \sum_{i=1}^{S} J_{cc} (\theta, \theta^i (j,k,l)) = \sum_{i=1}^{S} \left[ -d_{\text{attractant}} \exp(-w_{\text{attractant}} \sum_{m=1}^{p} (\theta_m - \theta^i_m)^2) \right] + \sum_{i=1}^{S} \left[ h_{\text{repellant}} \exp(-w_{\text{repellant}} \sum_{m=1}^{p} (\theta_m - \theta^i_m)^2) \right]
\]

Where \( J_{cc} (\theta, P(j,k,l)) \) is the objective function value to be added to the actual objective function to be minimized to present a time varying objective function, \( S \) is the total number of bacteria, \( p \) is the number of variables to be optimized, which are present in each bacterium and \( \theta = [\theta_1, \theta_2, \theta_3, \cdots, \theta_p]^T \) is a point in the \( p \)-dimensional search domain. \( d_{\text{attractant}}, h_{\text{attractant}}, w_{\text{attractant}}, h_{\text{repellant}} \) are different coefficients that should be chosen properly.

Reproduction: The least healthy bacteria eventually die while each of the healthier bacteria those yielding lower value of the objective function split into two bacteria, which are then placed in the same location. This keeps the swarm size constant.

Elimination and Dispersal: Gradual or sudden changes in the local environment where a bacterium population lives may occur due to various reasons e.g. a significant local rise of temperature may kill a group of bacteria that are currently in a region with a high concentration of nutrient gradients.

3.2 Electromagnetism like Optimization

The algorithm is designed to imitate the attraction–repulsion mechanism of the electromagnetism theory so it is called electromagnetism-like mechanism algorithm. A solution in electromagnetism like algorithm is the charged particle in search space and this charge is related to the objective function value. Electromagnetic force exists between two particles. With the force, the particle with more charge will attract the other and the other one will repel the former. The charge also determines the magnitude of attraction or repulsion the better the objective function value, the higher the magnitude of attraction or repulsion[7,8,11]. There are four phases in EM algorithm: Initialization of the algorithm, calculation of the total force, movement along the direction of the force and neighborhood search to exploit the local minima

Initialize: Randomly select \( m \) points \( x_i = (x_{i1}, x_{i2}, \cdots, x_{in}) \) from the feasible region as the initial particles. Distribute these initial particles randomly in the feasible field, then calculate the objective function value of every particle \( f(x_i) \), and note the particle whose current objective function value is the most optimized as \( x_{best} \).

\[
x_{i}^{n} = \arg \max_{x_{i}} \{ f(x_{i}) \}
\]

Where \( x_{i}^{n} \) is the element of \( S \), that produces the maximum value in terms of the objective function.

Local search: The local search is mostly applied on each particle in order to improve the founded solutions of the group. The practical local search is the simplest linear searching. Search each particle of each dimension in accordance with a certain step and then stop the search once a better solution is found. It provides effective local information for the global search of the group, so this stage plays a very important role in the EM algorithm.

Calculate the resultant force: The calculation of the resultant force is the most significant step in the EM algorithm. The local and global information of the particles will be effectively combined together from this step. The superposition principle of the basic electromagnetic theory says that the electromagnetic force of one particle which is exerted by other particles is inversely proportional to the distance between particles and is directly proportional to the product of the amount of charge carried with them[11].
From this perspective, EM provides information for next local search through calculating the resultant force. 
\[
q_{x,j} = \exp\left\{ -n \sum_{j=1}^{N} \frac{f(x_{i,j}) - f(x_{i}^{0})}{f(x_{i,j}) - f(x_{i}^{0})} \right\}
\]
Force \( F_{i,j} \) between two points \( x_{i,j} \) and \( x_{i,j} \) is calculated using:
\[
F_{i,j} = \begin{cases} 
    \left( x_{i,j} - x_{i,j} \right) \frac{q_{x,j}}{\left| x_{i,j} - x_{i,j} \right|} & \text{if } f(x_{i,j}) > f(x_{i,j}) \\
    \left( x_{i,j} - x_{i,j} \right) \frac{q_{x,j}}{\left| x_{i,j} - x_{i,j} \right|} & \text{if } f(x_{i,j}) \leq f(x_{i,j}) 
\end{cases} \]
Total force \( F_{i} \) corresponding to \( x_{i,j} \) is calculated.

**Move particles:** After the force on particle is calculated it is moved in the resultant direction of the force with a random step size. And thus the position of each particle is updated accordingly after the completion of the iteration of the EM algorithm.

### 3.3 Harmony Search Algorithm

**Harmony search** is a music-based metaheuristic optimization algorithm. It was inspired by the observation that the aim of music is to search for a perfect state of harmony. This harmony in music is analogous to find the optimality in an optimization process. The search process in optimization can be compared to a musician’s improvisation process. In Harmony Search algorithm, each solution is called a harmony and is represented by an n-dimension real vector. An initial population of harmony vectors are randomly generated and stored within a harmony memory (HM)[12, 13]. A new candidate harmony is then generated from the elements in the harmony by using a memory consideration operation either by a random re-initialization or a pitch adjustment operation. Finally, the harmony memory is updated by comparing the new candidate harmony and the worst harmony vector in the harmony memory. The worst harmony vector is replaced by the new candidate vector when the latter delivers a better solution in the harmony memory. The above process is repeated until a certain termination criterion is met. The Basic Harmony search algorithm consists of three main phases: initialization, improvisation, and updating.

**Initialization:** In this step the harmony memory vectors are initialized. Let \( X_{i} = \{x_{1}(1), x_{2}(2), \ldots, x_{i}(n)\} \) represent the ith randomly generated harmony vector. \( X_{i,j} = l(j) + (u(j) - l(j)) \cdot \text{rand}(0,1) \) for \( j = 1,2,\ldots,n \) and \( i = 1,2,\ldots,\text{HMS} \).

Where: \( \text{rand}(0,1) \) is matrix of random numbers between 0 and 1, \( u(j) \) and \( l(j) \) is the upper bound and lower bound respectively. Then HM matrix is filled with HMS vectors accordingly.

**Improvisation:** In this phase, a new harmony vector \( X_{\text{new}} \) is built by applying the following three operators: memory consideration, random re-initialization, and pitch adjustment. Generating a new harmony is known as improvisation.

\[
X_{\text{new}}(j) = \begin{cases} 
    x_{\text{new}}(j) = \{x_{1}(j), x_{2}(j), \ldots, x_{\text{HMS}}(j)\}, & \text{with probability } \text{HMCR}, \\
    \{l(j) + u(j) - l(j)\} \cdot \text{rand}(0,1), & \text{with probability } 1- \text{HMCR}
\end{cases}
\]

Where: HMCR is harmony memory consideration rate.

Every component obtained by memory consideration is further examined to determine whether it should be pitch adjusted. For this operation, the pitch-adjusting rate (PAR) is defined as to assign the frequency of the adjustment and the bandwidth factor (BW) to control the local search around the selected elements of the HM. Hence, the pitch-adjusting decision is calculated as follows:

\[
X_{\text{new}}(j) = \begin{cases} 
    x_{\text{new}}(j) = \text{rand}(0,1) \cdot BW, & \text{with probability } \text{PAR}, \\
    x_{\text{new}}(j), & \text{with probability } (1-\text{PAR})
\end{cases}
\]

**Updating the harmony memory:** After a new harmony vector \( X_{\text{new}} \) is generated, the harmony memory is updated by the survival of the fit competition between \( X_{\text{new}} \) and the worst harmony vector \( X_{w} \) in the HM. Therefore \( X_{\text{new}} \) will replace \( X_{w} \) and become a new member of the HM in case the fitness value of \( X_{\text{new}} \) is better than the fitness value of \( X_{w} \).

### 4. Conclusion & Future Scope

Segmentation is an important step in advance image analysis and computer vision and therefore is an ongoing research area although a vast literature is available. Many image segmentation methods have been developed in the past few years for segmenting Ultrasound images, but still it remains a challenging task.

Future research in the segmentation of medical images will strive towards improving the accuracy, precision, and computational speed of segmentation methods, as well as reducing the amount of manual interaction. Accuracy and precision can be improved by incorporating prior information and by combining discrete and continuous-based segmentation methods. For increasing computational efficiency, and multi scale processing methods such as evolutionary techniques appear to be promising approaches. To solve the optimization problem efficient search or optimization algorithms are needed. To eliminate such problems evolutionary techniques have been applied in solving multilevel thresholding problems. Evolutionary computation (EC) is a paradigm in the artificial intelligence realm that aims at benefiting from collective phenomena in adaptive populations of problem solvers utilizing the iterative progress comprising growth, development, reproduction, selection, and survival as seen in a population. Computational efficiency will be particularly important in real-time processing applications. The approach generates a multilevel segmentation algorithm which can effectively identify the threshold values of a digital image within a
reduced number of iterations and decreasing the computational complexity of the original proposals. To measure the performance of the approach discussed, the peak signal-to-noise ratio (PSNR) is used which assesses the segmentation quality, considering the coincidences between the segmented and the original images. The electromagnetism-like optimization algorithm is found to have the better value of PSNR as compared to both bacterial foraging optimization algorithm and harmony search. And on the other hand bacterial foraging optimization is better as compared to harmony search in terms of PSNR value. But when computational time is considered the harmony search is found to be faster as compared to both of these and electromagnetism–like optimization is found to be slowest.
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