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4. Algorithm 
 

Take each pattern from the equivalence class list. Initialize 

regular expression class for accessing regular expression 

tool. Internally verify whether the search pattern is present or 

not. If the search pattern is present, then the corresponding 

searched pattern is displayed and provides download facility. 

Not only searching can be done directly but also through 

Author community. Author Community is generated based 

on the text clustering algorithm Kmean. Kmean text 

clustering algorithm is used to find similar document and 

then list their author into a clusters. 

 

5. Evaluation 
 

Based on the experimental evaluation, out of 20 documents 

NFA based MPBTM lists more documents as search result 

than MPBTM .The detailed description is shown in Table 4 

and figure 2. 

 

In this evaluation, check the performance of MPBTM and 

NFA based MPBTM in terms of hit rate. To facilitate, input 

same query and then compare how much documents is 

obtained in MPBTM and NFA based MPBTM. 

 

Table 4: Evaluation 

Data Set MPBTM NFA based MPBTM 

5 1 3 

10 4 7 

15 9 13 

20 11 17 

 

Table 4 shows the performance of MPBTM and NFA based 

MPBTM in terms of data hit rate. 

 

When 5 data set was uploaded, MPBTM showed 1 and NFA 

based MPBTM showed 3 documents as search result. 

Continue this evaluation up to 20 data set .Based on Table 4, 

Figure 2 is plot. 

 

In Figure 2, X coordinate shows data set that is the number 

of document uploaded .Y coordinate shows document hit 

rate that is number of documents retrieved based on the 

search.  

 

Efficiency of NFA based MPBTM is higher than MPBTM in 

terms of document hit rate. User can search document based 

on Author also. That is there are two possible way to search 

document. One is based on the input query of user other is 

user interested authors. In both case meaningful and 

expression based document is retrieved. So that while 

comparing with previous model, proposed model give 

efficient searching result. 

 

From the graph, in the case of NFA based MPBTM data hit 

rate is increasing while increasing the data set. That is data 

hit rate is directly proportional to data set. That is effective 

semantic check is done. But in the case of MPBTM we 

cannot predict that efficient data hit rate obtained for 

corresponding data set. 

 
Figure 2: Comparison of NFA based MPBTM and MPBTM 

in terms of hit rate 

 

From the evaluation, it can be stated that performance of 

NFA based MPBTM and author community is efficient than 

MPBTM. Search results are also relevant. 

 

6. Conclusion 
 

Comparing with previous model MPBTM, NFA based 

MPBTM and author community can give relevant search 

result that is searching document in terms of the author as 

well as the semantic meaning of user input. 

 

MPBTM consists of topic distributions, describing topic 

preferences of documents or collection of documents and 

structured pattern based topic representation , representing 

semantic meaning of the topics in a document .To improve 

the searching efficiency of  document , NFA based MPBTM  

and Author community are proposed. From the evaluation, it 

is clear that proposed model overcome the limitation of 

MPBTM.So declare that efficiency of document search of 

proposed model higher than that of early model. 

 

NFA based MPBTM does not support case sensitivity and it 

takes more processing time. In future methods for identifying 

case sensitive topics as well as methods to reduce the 

processing time for generating the model can be introduced. 

Then it will be the one of the efficient model in information 

filtering. 
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