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Abstract: In this paper, some classes of log-type estimators using information on two auxiliary variables have been proposed for
estimating the population mean of the study variable It has been shown that these classes of log-type estimators have lesser mean square
error under the optimum values of the characterizing scalars as compared to some of the commonly used estimators available in the
literature. Further, an extension of the proposed classes using multiple auxiliary information have also initiated in this article. A
numerical study is included as an illustration using two auxiliary variables.
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1. Introduction

In sampling theory, it is a popular trend to use auxiliary
information to obtain more efficient estimators for the
population parameters to increase the precision of the
estimator. Estimators obtained using auxiliary information
are supposed to be more efficient than the estimators
obtained without using auxiliary information. The ratio,
regression, product and difference methods take advantage
of the auxiliary information at the estimation stage. Many
authors like, Pandey and Dubey (1988), Upadhyaya and
Singh (1999) , Kalidar and Cingi (2003), Singh and Tailor
(2003), Singh (2003), Sisodia and Dwivedi (1981), Koyuncu
and Kalidar along with many others have proposed various
estimators using auxiliary information on various population
parameters like coefficient of skewness, kurtosis, variation,
standard deviation, correlation coefficient, etc. Sometimes, it
is more economical to obtain information on more than one
auxiliary information; this would probably help in
improvising the efficiency of the estimator, used to estimate
the parameter under consideration. The literature deals with
a wide range of ratio, product, difference and exponential
estimators proposed by various renowned authors using
multiple auxiliary information (Olkin (1958), Raj (1965),
Singh (1967), Shukla(1966), etc.). Recently, Bhushan, Gupta
and Pandey (2015) had made the use of logarithmic
relationship between the study variable and auxiliary
variable, extending the work, in this paper we have made the
use of multiple auxiliary variables x’s for estimating the

population meanY  The proposed estimators would work in
case when the study variable is logarithmically related to the
auxiliary variable.

Consider a finite population U =(U,,U,...,U, )of size

N from which a sample of size n is drawn according to
simple random sampling without replacement (SRSWOR).

Let Yy; and X; denotes the values of the study and auxiliary

variables for the ith unit,(izl,Z,...,N), of the

population. Further let yand X be the sample means of the
study and auxiliary variables, respectively.

We suggest the following new classes of log-type estimators
for the population mean Y as:

T,=y 1+Iog[i]:| {1+Iog(éﬂ
[ X, _ X, (L.1)
T,=y|1+4 |og[éj {1+ 5, |og{éﬂ
L X/ X, (1.2)
B —x G — [
T, =y|1+log X1= 1+log Xé
xl X2
- - 1.3)
T.=y 1+¢9llog[£* ]lez Iog[ﬁ*ﬂ
i X, X, (L.4)
where,
X_i* = aix_i+bi .
o i=12
X =aX +b
such that «,f3,0, and 6 are the optimizing scalars,

a (#0),b, are either real numbers or functions of the known
parameters of the auxiliary variable X;'S such as the
standard deviations SXi , coefficient of variation Cxi,
coefficient of kurtosis ,(x ) and correlation coefficient

Py, Of the population. (i#j=12)

2. Properties of the Suggested Classes of Log-
Type Estimators

In order to obtain the bias and mean square error (MSE), let
us consider

y=Y(lre) ;X =X (1+e);x =X, (L+e,)

with E(e,)=E(e,)=E(e,)=0

Using the results given in Sukhatme and Sukhatme (1991),
we have the following theorems:

Volume 8 Issue 6, June 2020

WWW.ijser.in
Licensed Under Creative Commons Attribution CC BY

Paper ID: 13062001

12 of 17



International Journal of Scientific Engineering and Research (1JSER)
ISSN (Online): 2347-3878
Impact Factor (2018): 5.426

Theorem 2.1

The biases of the suggested classes of estimators are given by

Bias(T,,)=4,Y LoqpyX C,C, +a,p, CC, —aC} -a,C} +aa,p, C,C, +—C2

2
% Cij 2.1)

Bias(T,,) = 4,Y ( £2,.C,C,. + B, C,C.. + Bip, C.Cy — %cjl —%cjz ] 2.2)
(6P C,C, +8,0,p,,C,C, —50C; —6,0,°C;,

Bias(Tia) =AY +6,8,00,p,,.C,.C,, + %12 v7C2 + é v,’C? @9
_[ Gop, C,C +6,0,p, C.C, +00,00,p,,,C,C,

Bias(T,,)=4,Y —%ulchl —%UZZCXZZ (2.4)

Theorem 2.2

The mean square errors of the suggested classes of estimators up to the terms of order n= are given by

MSE(T,,)=4,Y" (C! +&’C} +a,°C] +2a,p,,C,C, +2a,p,, C,C, +2a,0,p,,C,C, ) (2.5)
—2
MSE(T,,)=4,Y (C; +B’Cl +B,C. +28,p,,C,C, +28,p,.C,C,. +2B,5p,,C,C,,) 2.6)
—2 C +52012C2 +9, 022C2 +26v,p,C,C,
MSE(T,,)=4,Y
+28,0,p,, C,C, +258,6,u0,p,, C, C, (2.7)
+6’ 1)2C2 +6, UZCZ +20v,p, C,C,
MSE(T,,) = 4,Y ' : e (2.8)
+20 ,0,0,.C,C, +26,6,00,p,, C,C,
Corollary 2.3 3. Multivariate extension of the suggested

The minimum value of MSE is obtained for the optimum
value of «; given by

Xyopty = (1—/32 ) C_:ﬁl(opt) (2-9)
XX X
(:DyxlpxlxZ _pyxz)
Xoopt) = (1—p2 ) C_y:ﬂz(opt) (2.10)
X Xo X2
5 _(,nyszlx2 _pyxl) Cy _
1opt) (l 02 ) vC. Hom (2.11)
T Fxx, 1%
(PP —Py) C,
ooty = (1 s ) 0.C = Uy (opt) (2.12)
T Fxx 2%
where o, :aix_i/(aiZeri)
and the minimum value of MSE is
2 2
MSE,;, (T;)=4,Y. C 2(1-Rl,)=M 2.13)
where R;u is the multiple correlation coefficient between
y and x;, X,
Note: It is important to note that if the parameters

2 Q2
P Sy:Sy
their unbiased and consistent estimators and following

Sampath (2005) it can be easily shown that the resultant
estimators attain the same MSE given in (2.13).

are not known then they can be estimated by

classes of estimators using multiple auxiliary
information

Let there are k auxiliary variables then we can use the
variables by taking a linear combination of these k
estimators of the form given in section 2, calculated for
every auxiliary variable separately, for estimating the
population mean. Then the estimators for population mean
will be defined as,

ol

3.1)
= yﬁ{Hﬁi log (LH
= X, (3.2)
=§/1L[ 1+log [%J
- ! (33)
T, = ;’ﬁ [1"' o Iog[ﬁ* J]
- X, (3.4)

where «;, 5,6, and @, are the optimizing scalars
(i=12,....k)
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4. Properties of the adapted classes of y=VY(1+g); x =X (1+¢)
estimators  using  multiple  auxiliary . E(e,)=E(e)=0; (i=12,...K)

information and using the results given in Sukhatme and Sukhatme

For obtaining Biases and Mean square errors(s) of the (1991), we have the following theorems:

adapted classes, let us denote

Theorem 4.1
— 2
Bias(T;)=4,Y (Zk‘,aipyxicycxi —Zk:aicfi + Zk: aap,, C.C, +Zk:“7icfi j (4.1)
i=1 i=1 ij=1 i=1
Bias(T,,)=4,Y ZﬁpyxCC +ZﬂﬂpxxC C, Zﬁ j
i#j=1 (42)
Bias(T})=4,Y Ek:a}uipyxlcycxi —Ek:a}ufcj - Z 5,5,00,p,,,C,C, +Z j (4.3)
i=1 i=1 i#j=1
Bias(T/,)=4,Y ieiuipyx_cycx, + 299 vV, C,.C,, iﬂ j
i=1 I I i#j=1 i=1 2 (44)

Theorem 4.2

The mean square errors of the suggested classes of estimators up to the terms of order n= are given by

MSE(T;)=4,Y | C2 +Zazcz +22apyxC C, +2Z aa .pXIXJCXICXJJ (4.5)
i i#j=1
* =2
MSE (T,5)=4Y | C +Z/3 C2+22ﬂpYXCC +22ﬂﬂpxx . j (45)
i#j=1 .
— Kk Kk
MSE(T:S):/lny2 C’ +Z5i2')i2cx2i +226‘iui,oyxiCnyi +22 8,6;0; pyx C, C, j 7)
i=1 i=1 i#j=1 )
|\/|SE(T:4)=AH\?2 +Zezuzcz +ZZHUpYXC C, +2Z 6,0,0v,p,,C,C, j 49)
izj=1 )
Corollary 4.3 constants such that a(=0),b are either real numbers or
Minimum value of the mean square error is obtained as fun'ctlons of the known parameters_ of the auxnlary_v_arlable
) X; 'S such as the standard deviationsS,, coefficient of
IvlSEmin (Trl) ﬂ' Y C (l Rylz ..... k)

variation CXi , coefficient of kurtosis ,(x) and correlation

between yandxl,xz,...,xk coefficient p, ,  of the population. (i#j=12..k) .Thus

a wide range of estimators can be formed using these known

5. S b f the cl f estimat T, population parameters. In this sub-section, some members of
- ©0me Members o € class of estimators the suggested classes of estimators are given for the case of

&N two auxiliary variables only. As an illustration the members
belonging to the classes (3.3), (3.4), we describe the
It can be easily observed that the classes T,,& T,,are more ~ members of the class (3.3) only. The members of the

generalized form of class of estimators in the sense of the remaining (3.4) can .be written on similar lines. Some of
them are listed below:

Table 1
Log type estimatorsT,, a by a b,

r N 1 NG 1 0 1 0
. = X X
T = 1+Iog[1H {1“09[2]}
| X1 X2

r3,

<

_‘X-
Il
< |
[EEN
+
o
«Q
VY
x| x
+ +
OO
N
=
1
[EEN
+
o
«Q
TN
X|| x
+ +
0.0
N
E—
[N
XO
[y
0
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~ _ o _ 15 ﬂz(xi) Cxl ﬁz(xz) CXz
Tr*33 91‘*'09 m 1+log M
| Br(x)X1+C, in By (%) X2+C,, |
- N war 7% | C, B (%,) C, B (%)
Ty, = Y| 1+log CXIXH_ﬂZ(Xl)J 1+Iog{*2+ﬂ2(XZ)J
I C.Xi+B(x))] | C, X2+ 4,(%)
- B & 7 5 1 s - -
* v X1+3S X2 +S X %
Ty, =y|1+log| ——= ﬂ [1+Iog{ = H
xl+s><1 XZ“‘SX2
- 7 5 _ % B(x) S, B.(%) S,
Tr*?,6 :y 1+log m 1+log m
I B.(%)X1+S, B.(%)X2+S,
~ _ 5 _ 5 ﬂz(xl) le ﬁz(xz) sz
Tr*sy = y|1+log m 1+log M
L Bk Xass, Br(%) X2+,
- — 5 5 1 5 - >
T, =y|1+log wﬂ {l+log[xz+pﬂ
L X1 +p0 X2+p
- & S, 1 ﬁz(xl) 1 ﬂz(xz)
T:ag :9 1+log X +ﬂ2(X1) 1+Iog[ﬂz()]
I X1+ f,(%) X2+ B,(%)
- Q6 %2 CX1 £ sz 2}
Tr;m :9 1+log C Xl +P] 1+|og[c)‘2+p]
C, X1+p C.X2+p
- 6 _ %2 p CX1 p C><2
T, =y|1+log M] l+|og[px2+CX2]
PX1+CX1 1L 'DX2+CX2 |
. - 5 _ e Bo(%) P B, (%) 0
Tr*s12 =§ 1+log /32(X1))(1-t-,0] 1+|og[ﬂ2(X2)Xz+pJ
I B (%) X1+ p B,(%)Xz+p
_ _ P 5, p ﬂz(xl) p ﬂz(xz)
T, =31+ og PW] 1+.og[ﬂz<>J
I PX1+ By (%) pX2+ By (%)

6. Comparison with the Available Estimators

(c) Product estimator y, = 9%

In this section a comparison of the suggested classes of
estimators with some of the known estimators in terms of
biases and mean square error up to order of is given. We
consider the following estimators:

(a) Mean per unit estimator
It is an unbiased estimator of population mean and its
variance is given by,

Var (9) = ﬂn\?zcj

MSE (y)-M =R?,,C} >0 (6.1)
I - =X
(b) Ratio estimator y, =y —=
X
where x may be chosen as x, or x,
MSE (y,)=4Y (CZ+C2-2p,C,C,)
- -2
MSE (Y, )M = 4,Y [(Cx—pyxcy) +(R2—p2)CE }>0
(6.2)
Since R}, > pj,

MSE (y,)=4Y"(C2+C2+2p,C,C,)

MSE(§/P)—M=,1HVZ[(CX+pyxcy) +(R2,, - p;x)C§j|20

(6.3)
Since R}, > p,

(d) The usual regression estimator yl, = §/+%(Y—>_<)

MSE (Y, )= AY.'C2 (1- o},
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(e) Log-type estimators
— A
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T, =y|1+a, Iog{

NEY

|

Tes :)_/ 1+log X=
X

T.. = Y|1+a, log X
X

MSE,,;, (Te;) = 2,Y. CZ (1 p2,)

N——

i=12,34
MSE(Tq)-M =2,Y [(RE,-pE)CE]>0  (65)

H 2 2
Since R/ ;, > oy,

7. Numerical lllustration

The comparison among these estimators is given in this
section using a real data set. The data for this study is taken
from [1], District Handbook of Aligarh, India. The
population contains 332 villages. A simple random sample
80 villages is taken for the study. We consider the variables
Y , X, and X, as the number of cultivators, area of the
village and number of household in the village respectively.
We compute the bias and the MSE for all estimators. The
following values were obtained using the whole data sets:

¥ =10031 X,=18157 X, =143.31
C,=07626 C, =0.7684 C, =0.7616
p,, =0.973 p, =0862 p, =0842

Using the above results we have calculated the MSE and
PRE for all the estimators in section 2. The PRE for each
estimator with respect to the sample mean of a SRS is
defined as follows:

MSE (§)

e(y)= W(y) *100

Table 2
Estimators Czﬁgéﬁg MSE IIED ;Eg?:;cze(lsg‘g

y None |6593.042 100

Ve X |359.1134 1835.922
Ve X, |1817.305 362.7923
Yo X, |26214.39 25.15047
Yo X, 24520.31 26.88809
Yy X, 351.218 1877.194
Vi X, |1694.122 389.1717
Tai X, 351.218 1877.194
T X, 1694.122 389.1717
T X X, |300.8479 2127.832

8. Conclusion

The present study extends the idea regarding the effective
use of single auxiliary information on variable to the use of
multiple auxiliary information. The biases and mean square
error of the suggested classes of estimators are obtained up

to the terms of order n. It has been shown that the
suggested classes have minimum MSE(s) as compared to
some renowned estimators available in the literature of
sampling. The results are quite convincing both theoretically
and empirically.
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