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Abstract: Wind speed has randomness, volatility and uncontrollable factors, and with accurate wind speed prediction, wind turbines can 

be more efficiently controlled, and the grid-connection effects of wind generators can be reduced. The bidirectional long short-term 

memory neural network can provide the output layer with complete contextual information of the past and future of each point in the input 

sequence, and the wind speed is a time series signal coupled with some simple signals that change with time. Based on the above 

information, this paper proposes a short-term wind speed prediction method based on Multiple Input Bidirectional Long Short Time 

Memory (MI-BI-LSTM). Pearson correlation coefficient was used to verify the correlation of different data features, and the 

multi-dimensional data features with strong correlation were used as the input of the model to establish the wind speed prediction model. 

The simulation results show that this network can better fit the variation trend of actual wind speed series and has better prediction 

performance. 
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1. Introduction 
 

China has pledged to achieve the long-term goal of "carbon 

peak 2030 and carbon neutral 2060", focusing on the 

development of clean energy industry and speeding up the 

green economic and social transformation, and building a new 

power system with new energy as the main body. As a kind of 

clean energy, wind power has far-reaching significance for 

promoting energy transformation
 [1]- [3]

. Wind speed is affected 

by many external factors, such as ambient temperature, 

atmospheric pressure, ground roughness, etc. Due to the 

random fluctuation of wind speed, large-scale wind turbine 

grid integration will have a great impact on the power grid, and 

even affect the stable operation of the power grid in serious 

cases. Accurate wind speed prediction can timely regulate the 

yaw and paddling of wind turbines, improve power quality of 

power grid, and effectively ensure large-scale grid connection 

of renewable energy power generation
 [4]- [8]

. 

 

The main wind speed prediction models are physical model 

and statistical model. There are two types of wind speed 

predictions: long-term and short-term. Long-term prediction is 

usually used for site selection, wind resource measurement and 

evaluation, and physical model method is suitable for 

long-term prediction. Short-term wind speed prediction is for 

wind turbine control and power system scheduling, and the 

prediction duration is generally a few minutes in the future. 

The short-term wind speed prediction can be achieved by 

establishing statistical models based on historical wind speed 

and direction data of wind farms and data of nearby weather 

stations
 [9-10]

. 

 

Currently, the commonly used short-term wind speed 

prediction methods include Kalman filter
 [11],

 time series 

method
 [12-13]

, spatial correlation method
 [14]- [16]

, chaos theory
 

[17]
 and artificial neural network

 [18]- [21]
. Due to the continuous 

development of artificial intelligence, the complex nonlinear 

relationship between meteorological factors in traditional 

physical models has been improved by building machine 

learning and deep learning models. For example, support 

vector machine
 [22]

, multilayer perceptron and extreme learning 

machine can extract complex uncertain features in wind speed 

series. Deep learning model automatically obtains abstract 

features and hidden structures inherent in data analysis from 

the bottom to the top through distributed hierarchical feature 

extraction. Cyclic neural network is a kind of neural network 

specially used to solve the problem of time series data analysis. 

It has higher nonlinear mapping ability and can extend the 

model to various forms and have certain generalization ability 

by using parameter sharing. LSTM network is an improved 

network of RNN. It replaces neurons in the hidden layer of 

RNN with memory units to control the selective passing of 

information and realize the memory of past information. 

 

For single input model can extract information from a 

one-dimensional wind speed time series, and unidirectional 

short-term memory neural network can only extract before to 

the spread of the time series data, this paper proposes a 

multiple input and two-way short-term memory neural network 

based model to realize the short-term forecast wind speed, the 

change laws of the current wind speed before and after the 

point in time. By comparing with different neural network 

models, experimental results verify the accuracy of wind speed 

prediction and improve the ability of short-term wind speed 

prediction. 

 

2. Basic Model 
 

2.1 Long and short term memory model (LSTM) 

 

Time series is a random variable, which is a complex signal 

coupled with simple signals that change over time. In essence, 

it reflects the trend of variables changing over time, and each 

data node has sequential correlation in time. In traditional 

forward neural network, the network structure itself can't 

reflect the data node with the correlation of time sequence, and 

loops neural network model
 [22]

 through the connection 

between the hidden layer nodes, can good description data in 
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time series, the order of the connection between the structurally 

more conform to the requirements of the time series prediction. 

However, RNN lacks selectivity in the use of sequence 

information, and too long sequence length of input features is 

prone to the problem of gradient dispersion. 

 

LSTM network model
 [23-24]

 is an improved RNN model, which 

can automatically save and delete part of time states and extract 

more complex feature relations in time series. It is suitable for 

solving complex time series prediction problems. The basic 

elements of the LSTM network model are shown in figure 1. 

 

 
Figure 1: LSTM network structure 

 

In figure 1, tf , ti , to are the states of forgetting gate, input gate 

and output gate respectively; ts is the status of the input node; 

1t ,h th  is the output of the current time and the previous time 

respectively; tx is the input of the current sequence; tC ，

1-tC is the state information of the memory unit at the current 

time and the previous time respectively. The basic unit of 

LSTM network includes gate structure and memory unit. The 

information of memory unit can be added or deleted by using 

forgetting gate, input gate and output gate. The inputs of the 

basic unit of the LSTM network include tx , 1-tC and 1-th . In 

the forgetting gate, tx  and 1-th  jointly determine the 

forgetting part of 1-tC . In the input gate, 1tx th， determines 

the update part of the current memory unit state information 

after Sigmod and tanh function transformation. Update 1-tC  to 

tC  by forgetting gate and input gate. In the output gate, tx  

and 1-th are transformed into to  by Sigmod function, and 

1-tC  is transformed into to  by tanh function. The specific 

calculation process of this unit is as follows: 

 

 
t 1f ( [ , ] )f t t fW h x b                           (1) 

 
t 1i ( [ , ] )i t t iW h x b                             (2) 

 
t 1s tanh( [ , ] )s t t sW h x b                       (3) 

 
t 1t t t tC f C i s o o                           (4) 

 
t 1o ( [ , ] )o t t oW h x b                          (5) 

 
th tanh( )t to C                                     (6) 

 

Input gate, input node, forgetting gate and output gate, 

respectively, are represented by matrices 

f , fW b , ibW ,i ,
s s,bW and 

o o,bW .  )( and )(tanh  are Sigmod 

functions and hyperbolic tangent functions respectively. 

 

2.2 Bidirectional LSTM network model 

 

LSTM and RNN network models only transmit information 

from the front to the back, only realize model prediction 

through one-way data law, can not fully extract the time 

characteristic information in the time series, two-way LSTM 

model uses forward and backward data to predict the current 

data, strengthen the connection between characteristic 

information and predicted results. It can improve the 

prediction accuracy of the model
 [25]

. The hidden layer of 

BI-LSTM is composed of two unrelated LSTM, namely, the 

forward hidden vector th


and the backward hidden vector th


. 

The forward output sequence and reverse output sequence of 

LSTM model are taken as the input of BI-LSTM output layer 

and transferred to the node of the next layer of the network 

after the splicing of the output layer. ty is the final output 

value. The model structure is shown in figure 2. 

 

 
t 1h ( )t txh hh h

H W x W h b  r r r r

r r
                    (7) 

 
t 1h ( )t txh hh h

H W x W h b  s ss s

s s
                    (8) 

 ty ( )t t yyh yh
W h W h b   r s

r s
                       (9) 

 

 
Figure 2: Bi-LSTM model structure 

 

3. Short-term wind speed prediction model based 

on MI-BL-LSTM 
 

When evaluating wind energy resources, air density, average 

wind speed, turbulence intensity, wind shear index and other 

indicators need to be considered. Wind shear index refers to 

the change trend of wind speed increasing with the increase of 

height, which is caused by the effect of ground roughness on 

wind speed. 

 

Wind measuring device in wind farm can collect 

environmental temperature, pressure, relative humidity and 

wind speed size and direction at different heights at the same 

time, and select some features with strong correlation as the 

input data of the model by using Pearson correlation principle. 

Assume that a set of wind speed data measured by the wind 

measuring device within a period of time is 

],,,,x[ 21 NmN xxxX   (N is the number of sampling 
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points), where ],,,,[x 321 mMmmmm xxxx   (M is the number 

of features of sampling data), the first K data are determined as 

the training set of the network model, and the last N-K data are 

used to test the training results of the network model. 

 

 

1 2

2 3 1

tr

( ) 1 ( )

L

L

K L K L L K K L L

x x x

x x x
X

x x x



     

 
 
 
 
 
  

L

L

L L O M

L

             (10) 

 

 

1

2

( ) 1

L

L

tr

K K L

x

x
Y

x





 

 
 
 
 
 
 

M
                                (11) 

 

 

1 2 K

2 3 1

N-L N-L 1 K ( )

x x x

x x x

x x x

K L K L

K L K L K L

T

N K L

X

   

     

  

 
 
 
 
 
 

L

L

M M O M

L

           (12) 

 

Where L is the time step required by the network model, trX  is 

the input data of the model, trY  is the target output of the 

model, and TX  is the model test set. 

 

For forward training of BI-LSTM model, input )(tr iX  is 

substituted into Equations (1)- (6) to obtain the first group of 

state output  f
Li

f
1i

f
i h,,h,h   ; Similarly, for reverse training, 

input )(tr iX is substituted into Equations (1)- (6) in reverse 

order, and a set of state output is obtained as 

 b
i

b
Li

b
Li h,,h,h 1  . The forward and reverse output results 

are spliced to obtain LRH  2
i . 

 

       f b f b f b

i i L i 1 i L-1 i L ii h ,h , h ,h , , h ,hH     L         (13) 

 

The training and testing process of MI-BI-LSTM model is 

shown in Figure 3. Firstly, the data features with strong 

correlation with wind speed were selected, the data were 

regularized, and the network weight and bias vector were 

updated by gradient descent algorithm. The forward and 

backward operations of the network are carried out, and the 

output of weight training is obtained by splicing and activation 

functions. The model parameters are updated by back 

propagation algorithm, and the optimal results are obtained. 

Finally, the network model is tested with the test set. The wind 

speed predicted by the network model is compared with the 

actual wind speed, and the network model is evaluated with the 

error evaluation parameters. 

 

 
Figure 3: Structure of MI-BI-LSTM prediction model 

 

4. Simulation experiment and result analysis 
 

4.1 Data processing 

 

Wind speed data from March 17, 2017 to April 18, 2017 

collected by radar wind measuring device of a wind farm in 

China were used in this experiment, with a total of 4752 pieces 

of data. The wind speed sequence of a certain day at a height of 

100 meters is shown in figure 4. 

 

 
Figure 4: Daily wind speed series at a height of 100 m 

 

The data set was normalized to remove the numerical 

difference between different input characteristic data and 

reduce the prediction error of the model. The specific 

normalization formula is as follows: 
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 min

max min

x x
x

x x





                             (14) 

 

Where, x is the original data, x~ is the normalized data, 

maxx and minx are the maximum and minimum values of the 

original data. 

 

4.2 Feature selection 

 

Several parameters listed in Table 1 were selected as 

alternative input variables to analyze the Pearson correlation 

between alternative variables and predictive variables. 

Table 1: 100.0mAvgWindSpeed related variables 
 Min Max Mean STD 

Temperature 22 24 22.81 0.595 

Humidity 90 96 92.7 1.881 

Pressureh 1011 1015 1013.38 1.037 

RainLevel 122.2 122.2 122.2 0 

50.0mAvgWS 2.48 5.95 4.2644 0.90542 

50.0mAvgWD 48.96 100.08 74.0925 14.71415 

70.0mAvgWS 2.57 6.3 4.4649 0.95652 

70.0mAvgWD 51.12 102.6 76.7175 14.74699 

80.0mAvgWS 2.59 6.4 4.4919 0.95489 

80.0mAvgWD 52.56 103.68 78.0675 14.68425 

90.0mAvgWS 2.6 6.46 4.5228 0.95572 

90.0mAvgWD 54 104.76 79.6375 14.67753 

100.0mAvgWS 2.61 6.49 4.5523 0.95949 

 

Pearson correlation coefficient
 [26]

 is used to measure the 

correlation between two variables X and Y, and its value is 

between -1 and 1. When the absolute value of correlation 

coefficient R is generally above 0.8, A and B are considered to 

be strongly correlated. Between 0.3 and 0.8 is considered to 

have a weak correlation; Below 0.3, there is no correlation. 

The predicted results are shown in Table 2. Wind speed at 

different heights has a strong correlation with the predicted 

variables, while ambient temperature, pressure and relative 

humidity have a weak correlation with the predicted variables. 

The final selected model input features include: Temperature, 

Pressure, 100.0mAvgWindSpeed etc. 

 

Table 2: Pearson correlations between predictive variables 

and alternative correlated variables 
Relevant variables 100.0mAvgWindSpeed 

Temperature -0.719** 

Humidity 0.711** 

Pressureh 0.423** 

RainLevel .b 

50.0mAvgWindSpeed 0.988** 

50.0mAvgWindDir -0.233** 

70.0mAvgWindSpeed 0.994** 

70.0mAvgWindDir -0.233** 

80.0mAvgWindSpeed 0.997** 

80.0mAvgWindDir -0.236** 

90.0mAvgWindSpeed 0.999** 

90.0mAvgWindDir -0.341** 

100.0mAvgWindSpeed 1 

Note: ** represents P less than 0.01, * represents P less than 

0.05 

 

4.3 Model performance evaluation index 

RMSE, MAE and MAPE are the main parameters used to 

evaluate MI-BI-LSTM's prediction performance. 
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4.4 Analysis of experimental results 

 

The length of the historical input sequence was set as 18, that is, 

the wind speed of the next 10 minutes was predicted by the 

multidimensional wind speed characteristics of the first three 

hours. A batch size of 32 is used for training the prediction 

model, and the iteration parameters are 128. The model is 

optimized using the Adam algorithm, which takes the 

normalized mean square error as a loss function. In order to test 

the accuracy of MI-BI-LSTM wind speed prediction model, 

wind speed data from multiple dimensions is used to test the 

short-term wind speed forecasted by a model and compared 

with the actual wind speed forecast by the model, as shown in 

figure 5. 

 

 
Figure 5：Comparison of results of MI-BI-LSTM wind speed 

prediction model 

 

It can be seen from figure 5 that the prediction result of 

MI-BI-LSTM wind speed prediction model has a high degree 

of fitting with the real value. RMSE, MAE and MAPE of the 

prediction model are 0.3377, 0.2658 and 0.0274, respectively. 

 

In this paper, RNN, LSTM and BI-LSTM models are 

established with the same data, and compared with 

MI-BI-LSTM model. The results are shown in Figure 7. It can 

be seen that the results of MI-BI-LSTM model are more 

consistent with the actual wind speed trend, and the errors are 

much smaller than those of the other three models. BI-LSTM 

model can retain the prediction results more effectively and has 

higher accuracy through LSTM gate structure optimization, 
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but compared with MI-BI-LSTM model, the prediction results 

of MI-BI-LSTM model have smaller error. 

 

It shows that the MI-BI-LSTM model, by extracting the 

forward and backward rules of time series, makes up for the 

deficiency of other models that only use one-sided information 

for prediction, and has better feasibility in actual data 

prediction. In order to clarify the specific error values of 

different prediction methods, different performance 

comparisons are shown in Table 3. 

 

 
Figure 6：Prediction results of different models 

 

Table 3： Model performance comparison 

Model RMSE MAE MAPE 

RNN 0.4325 0.3413 0.0346 

LSTM 0.3933 0.2992 0.0294 

Bi-LSTM 0.3825 0.2921 0.0290 

MI-Bi-LSTM 0.3377 0.2658 0.0274 

 

According to the prediction results and evaluation index 

analysis in Table 3, the overall effect of the model based on 

LSTM and BI-LSTM network is better than that of RNN 

network, indicating that LSTM and BI-LSTM model have 

stronger prediction ability in extracting time series information 

based on RNN network. MAPE, RMSE and MAE based on 

MI-BI-LSTM wind speed prediction model are the smallest, 

with the highest fitting degree and the best prediction effect. 

 

5. Conclusion 
 

According to the current short-term wind speed prediction 

problem, a short-term wind speed prediction model based on 

MI-BI-LSTM was proposed. The hidden relationship about 

wind speed change was extracted from multi-input 

characteristic data, and the regular features were extracted 

from the wind speed data by using the forward and backward 

propagation characteristics of BI-LSTM network, and the wind 

speed size in the next 10 minutes was predicted. Compared 

with RNN, LSTM, BI-LSTM and other models, this method 

has better prediction performance in wind speed prediction. 

Experimental results verify the accuracy of network prediction 

performance and rationality of network results, providing a 

more scientific basis for wind speed prediction and large-scale 

grid connection of new energy power generation. 
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