
International Journal of Scientific Engineering and Research (IJSER) 
ISSN (Online): 2347-3878 

SJIF (2024): 6.623 

Volume 13 Issue 7, July 2025 

www.ijser.in 
Licensed Under Creative Commons Attribution CC BY 

Deep Learning-Based Classification of Lung Cancer 

in CT Images Using Transfer Learning and Random 

Forest 
 

Timothy Olukunle Olaniyi 
 

School of Computing, Robert Gordon University, Aberdeen 

Email: timolsoft[at]gmail.com 

 

 

Abstract: Lung cancer is the leading cause of cancer-related deaths globally, with late diagnoses contributing to poor survival rates. 

Early diagnosis and accurate detection of the lung cancer stage can save the patients’ lives. However, as early detection is vital, it is often 

hindered by non-specific symptoms and limitations due to traditional diagnostic methods. Several image processing, biomarker based, and 

machine automation approaches are used to identify lung cancer, but accuracy and early diagnosis are challenging for medical 

practitioners.  This study presents a compelling approach to early lung cancer detection using CT scan images, leveraging deep learning 

for feature extraction and machine learning for classification. By implementing pretrained models like VGG16 and DenseNet121 

alongside a Random Forest classifier, the research aims to improve diagnostic accuracy while minimizing computational cost. It is evident 

that the VGG16 + RF combination outperformed DenseNet121 in both 70/30 and 80/20 training-test splits, achieving up to 95.9% 

accuracy. This suggests that hybrid architecture can play a vital role in resource-constrained settings, such as rural healthcare. However, 

limitations due to dataset homogeneity must be acknowledged, with future work proposed around diverse datasets and explainable AI to 

enhance generalizability and clinical trust. 
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1. Introduction 
 

Lung Cancer is one of the most common and serious types of 

cancer with over 43,000 people diagnosed with the condition 

annually in the United Kingdom [1]. Globally, it is the 

leading cause of cancer related death worldwide. In 2020 

alone, over 2.2 million persons were estimated to have been 

diagnosed of lung cancers globally and estimated 1.8 million 

deaths recorded in the same year, this makes lung cancer a 

serious public health concern [2]. The prevalence of lung 

cancer has significant impact on the whole global economy. 

The impact is not limited to the healthcare sector alone, but 

other factors such as premature death, cost of medication, 

time off work, unpaid care by friends and family of a death 

patient and so on. In research published by Oxford University, 

opined that the cost of cancer to the United Kingdom 

economy is as high as 15.8 billion annually and lung cancer 

has a higher cost than other which is almost 3 billion pounds 

as at 2009 [3]. This economic burden underscores the urgency 

of improved detection and treatment strategies.  

 

 
Figure 1: Chart showing Case notification and Death by 

Lung Cancer 

 

Moreover, lung cancer is a leading prevalent type of cancer 

globally with high death rate [2]. Therefore, early and 

accurate diagnosis becomes critical to improving patient 

outcome. The survival rate of lung cancer is higher if it’s 

diagnosed as early as possible, however, the early detection is 

not an easy task [4]. There are usually no signs or symptoms 

of lung cancer in its early stage, however, people with lung 

cancers develop symptoms such as persistent cough, coughing 

up blood, persistent breathlessness, unexplained tiredness and 

weight loss, an ache or pains when breathing [1]. However, 

these symptoms are not exclusive to lung cancer nor all of 

them are apparent in every patient, hence the need for 

thorough diagnostic procedure to determine if the patient is 

having a lung cancer [5]. Notably, lung cancers are mainly 

two kinds: No-Small Cell Lung Cancer (NSCLC) and Small 

Cell Lung Cancer (SCLC). Other types of cancer along the 

lungs include lymphomas, sarcomas and pleural 

mesothelioma [7]. Non-Small Cell Lung Cancer is most 

common and account for 80% of reported cases; the common 

type of NSCLC include; adenocar cinoma and squamous cell 

carcinoma, while adenosuamous carcinoma and sarcomoid 

are not too common types [7]. Besides, Small Cell Lung 

Cancer accounts for about 20% of the reported cases but 

grows  more quickly and very difficult to treat. It is often 

found as a relatively small lung tumor that is already spread to 

the body. Its variant include oat cell carcinoma and combined 

cell carcinoma [7] Lung cancer is often diagnosed with a 

combination of imaging procedures, including tissue biopsies 

to analyse the cancer cells under a microscope and computed 

tomography (CT), positron emission tomography (PET), or 

chest X-rays [7] [1]. Beyond imaging, molecular diagnostics 

also play an important role. To locate specific variations in 

genetics or biomarkers that can inform treatment choices, 

molecular testing may also be carried out. The type and stage 

of the disease, as well as the patient’s general state of health 

are factors that determine the types of treatment. Surgery to 

remove the tumor and any nearby lymph nodes, radiation 

therapy to target and kill cancer cells, chemotherapy to kill 

cancer cells throughout the body, targeted therapy to stop 

particular molecules in volved in cancer growth, and 

immunotherapy to boost the immune system are common 

forms of treatment system to fight against cancer cells [7]. 
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The prognosis for lung cancer varies depending on factors 

such as the stage of the disease at diagnosis, the type of lung 

cancer, and the overall wellbeing of the patient [7]. Lung 

cancer is often diagnosed at advanced stages when it has 

already spread to other organs, leading to lower survival rates, 

however, early detection and treatment offer the best chances 

of favorable outcomes. Lung cancer are diagnosed using 

different modalities, some of the diagnostic procedure include 

X-ray, Computed Tomography (CT) scan (Low Dose CT, 

Positron Emission Tomography (PET) CT), Magnetic 

Resonance Imaging (MRI), Liquid Biopsy, Bron choscopy or 

Volatile Organic Compounds [8],[9]. Chest X-ray screening is 

not advised 13 for early screening and diagnosis of lung 

cancer, because of its difficulty to show intra pulmonary and 

small lesion. Low Dose CT which offers low radiation, fast 

scanning speed and high sensitivity, is the most promising 

imaging technique for early screening of lung cancer [9]. The 

Computed Tomography (CT) is one of the lowest cost and 

effective modalities considered in clinics to examine the 

condition of lungs [10]. Lung cancer is evaluated using 

radiographs from imaging devices; while reviewing the image 

to determines grounds to suspect cancer, the Physician may 

use additional method for further investigation such as 

Biopsy. Once a cancer is diagnosed, it is staged, which 

defines how large the tumor is and where it has progressed 

[11]. Classification of lung cancer is defined by the location 

of the cancer, the spread of tumor to other areas of the body 

such as lymph node, other lung, the brain and others [12]. 

There are two major method of staging lung cancer; the 

number staging system which classifies the disease into 

Stages 1– 4 and the TNM staging system. However, the most 

commonly used staging system for lung cancer is the TNM 

system, developed by the American Joint Committee on 

Cancer (AJCC) and the Union for International Cancer 

Control (UICC) [12]. The TNM is an acronym of Tumor, 

Node and Metastasis. The Tumor (T) describes the size of the 

tumor and categories lung cancer into four stages T1, T2, T3 

and T4. In T1 the tumor is ¡= 3cm, T2 the tumor is ¿= 3cm 

and ¡= 5cm, at T3 the tumor is ¿=5cm and ¡= 7cm while at T4 

the tumor is ¿=7cm. Node (N) describes whether the cancer 

has spread to the lymph nodes and are categorized into 3, N1, 

N2 and N3. Metastasis (M) describes whether the cancer has 

spread to a different part of the body and is categorized into 

two, M0 and M1 [12]. While traditional methods provide the 

framework for diagnosis and staging, recent advances in 

artificial intelligence offer new tools to improve early 

detection and classification. 

 

This study explores the application of Deep Learning (DL) 

model for the early diagnosis of lung cancer using CT scan 

images. The system aims to reduce false positives in medical 

imaging and augment clinical decision-making through 

automation, accuracy, and speed. This research is significant 

because it proposes a cost-effective, accurate, and automated 

method for early lung cancer diagnosis, which could improve 

patient survival and reduce diagnostic burden in under-

resourced settings 

 

 

 
Figure 2: Images of tumor lung and a normal lung. 

 

 
Figure3: Computed Tomography images (a) Normal (b) 

Diseased Lungs 

 

2. Related Works 
 

Several prior studies have explored various techniques for 

lung cancer diagnosis and classification, particularly using 

radiological imaging and machine learning. Chest X-rays 

have traditionally been the primary and most accessible 

method for the initial diagnosis of lung cancer Panunzio2020 

[22]. On conventional radiographs, lung cancer manifests 

with various pathological characteristics, including nodules, 

central or peripheral masses, partial or total lung collapse, and 

infiltrates in the lung tissue [23]. The presence of pulmonary 

nodules with focal densities measuring between 3mm and 

3cm in diameter suggests the presence of lung cancer [24]. 

Evaluation of more evasive features, such as invasion of the 

phrenic nerve or the superior vena cava, is limited by chest X-

ray images. It may not be able to categorize the tumour as 

benign or malignant. However, the combination of a chest X-

ray and a Computed Tomography (CT) image aids in 

determining the complete disease staging. CT plays an 

important role in the definition of local invasiveness and the 

determination of the lesion’s resectability. CT is useful for 

both benign and malignant tumour diagnosis. For lung 

nodules, CT can accurately distinguish between benign and 

malignant nodules based on various signs; irregular shape, 

ground glass shadow, marginal spinous sign, and burr sign are 

important bases for qualitative determination of pulmonary 
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nodules by chest [25]. CT Radiological imaging aids 

experienced radiologists in the identification, classification, 

management, and treatment planning of lung cancer patients. 

 

The availability of radiographic tumor characteristics has 

made it very possible to assess tumors’ features quantitatively 

rather than quantitatively [28] and noninvasive description of 

tumor has better predictive accuracy than standard clinical 

assessment [28]. The use of deep learning approaches to aid 

diagnosis has recently sparked a great deal of interest in the 

diagnosis of lung cancer, the shift to Deep Learning in the 

recent times is attributed to its capability to learn 

representative feature automatically from data [29]. 

 

CNN is the most used Deep Learning algorithm [30] 

particularly in lung cancer diagnosis. CNNs offer the 

advantage of end-to-end learning, it learns to extract relevant 

features and make predictions directly from the raw image 

data without the need for handcrafted feature engineering. 

Their ability to learn intricate patterns and adapt to various 

image variations has proven to be beneficial for lung cancer 

diagnosis, especially in tasks like nodule detection, cancer 

classification, and segmentation of lung tumors. The CNN 

approach to lung cancer diagnosis can be through an end-to-

end learning or transfer learning model [30]. In a CNN, the 

convolutional layer applies multiple small filters, also known 

as kernels, to the input image. Each filter slides (convolves) 

over the image, performing element-wise multiplication and 

summation operations, which effectively extracts specific 

features or patterns from the input. The convolutional layer 

works by detecting simple patterns in the early layers and 

progressively more complex patterns in deeper layers. For 

example, in the early layers, the filters might detect basic 

features like edges, corners, and textures. As the information 

is passed through deeper layers, the filters combine these 

basic features to represent more abstract features, like shapes 

and object parts. By stacking multiple convolutional layers, 

CNNs can learn a hierarchy of features, with each layer 

building upon the previous ones. The final layer(s) of the 

CNN often combines these learned features to make 

predictions for the specific task, such as classifying the input 

image or segmenting specific regions of interest. Most CNN 

architecture consist of series of convolutional layers along 

with max-pooling layers as well as FC layer and final layer 

are SoftMax layer or output layer []. AlexNet,LeNet and 

VGGNet are common examples of CNN models, ResNet, 

GoogleNet and DenseNet are more efficient advance 

architectures; they all have fundamental componets such as 

convolutional layer, max-pooling and others in common. 

 

To overcome limitations of insufficient data to train deep 

learning networks from scratch, researchers increasingly rely 

on transfer learning. Transfer learning is gaining deep interest 

in recent times among the researchers, this is because, it 

enables transfer of knowledge from previous activity to 

improve learning in the new ones. Its prominence in the fact 

that it provides the large properties essential to train a deep 

learning model and, large and complex dataset on deep 

learning [31]. Also, reduction in the training time, 

improvement in performance of neural networks and the 

absence of a large amount of data are some primary 

attractions to transfer learning techniques of deep learning 

[32]. 

 

    Figure 4: A sample CNN Architecture 

 

In [33], the authors in an attempt to improve early detection 

and classification of lunger cancer, developed two models 

using two pretrained CNN models; ResNet50 and 

EfficientNet-B7 models. The model was trained using 5000 

images categorized into three classes. The labels are 

adenocarcinoma, squamous cell carcinoma, carcinoma which 

are types of small cell lung cancer (SCLC). ResNet50 

performed very better with an accuracy of 95% and 91% for 

EfficientNet-B7. However, the focus of the research was on 

speed and accuracy instead of classification of the disease into 

different types, such as benign and malignant and the their 

stagings.  

 

Also, the authors in [34] This study uses the Accelerated 

Wrapper-based Binary Artificial Bee Colony algorithm 

(AWBABCA) for feature selection and VGG19+CNN for 

cancer phase classification. Morphological features are 

extracted from pre-processed images, and the chosen features 

are used for cancer classification, resulting in high strength 

and precision. The proposed classifier achieved the best 

accuracy 98.34%, precision 97.96%, recall 98.72%, and f1-

score 98.32%. 

  

Furthermore, research by [35] utilized transfer learning 

approach to classify lung CT images based on cancer type in 

patients. A pre-trained hybrid model extracts features from 

images and sends them to a multi-class SVM model for 

classification. The model is trained using the IQ-OTH/NCCD 

dataset, which includes 1190 cases classified into normal, 

benign, or malignant categories. During training and 

validation phases, the data is segmented using various ratios 

to evaluate the model’s effectiveness. The 23 proposed model 

achieves 97% accuracy and better results in precision, 

sensitivity, and specificity, as well as a f1-score.  

 

Moreover, [32] developed an efficient training model for 

accurately classifying and detecting lung cancer types using 

CT-scanned chest images. Pre-trained models like DCNN, 

VGG16, Inceptionv3, and RestNet50 were used. The 

ResNet50 model achieved 94% accuracy during training, 

while the DSTL model based on Deep CNNs surpassed state-

of-the-art models in classification tasks. This approach 

improves the precision and effectiveness of lung Cancer 

screening and detection 

 

3. Methodology 
 

To develop and validate the proposed model, a well-curated 

public dataset was utilized. The dataset used in this study is 

the Iraq-Oncology Teaching Hospital/National Center for 

Cancer Diseases (IQ-OTH/NCCD) lung cancer dataset was 

collected in specialist hospitals in fall 2019. It’s a publicly 

available dataset from Mendeley that was first published in 
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October, 2020 and the most recent version, 4th version 

released in May 2023. It includes 1190 images of 110 cases, 

categorized into normal, benign, and malignant cases. The 

dataset includes 1190 DICOM scans, using a Siemens 

SOMATOM scanner. The 110 cases range in gender, age, 

educational attainment, and living sta[tus, including 

employees, farmers, and gainers. The choice of the dataset is 

based on its public status and its wide use in literatures. The 

dataset was resized into 512 by 512 pixels each, this is to 

ensure standardization of the dataset and remove noises from 

the images. Also, the dataset was divided into two for each of 

the experiments. Experiment A has 70% of the dataset for 

training and 30% for testing, while experiment B has 80% and 

20% of the dataset for training and testing respectively, the 

splitting stratified sampling method to maintain class 

distribution and ensured unbiased evaluation. 

 

Min–Max normalization was employed to rescale pixel 

intensity values to the [0, 1] interval. This preprocessing 

technique promotes numerical stability, expedites model 

convergence, and enhances generalisation by ensuring 

uniform input distributions across diverse imaging conditions. 

 

In this research work, I employed VGG16 and DenseNet121 

solely as feature extractors. This means we remove the fully 

connected (FC) layers or dense layers from these networks. 

Instead, we utilize the features extracted from the 

convolutional layers. These extracted features are 

subsequently fed into a random forest classifier for the 

purpose of classification, specifically categorizing data into 

disease type, namely Normal, Benign and Malignant. This 

approach enables us to make informed assessments and 

predictions based on the deep features obtained from the 

pretrained VGG16 and DenseNet121 models. Standard 

performance metrics was employed for this research, 

including accuracy, recall, precision, and F-measure, for the 

evaluation of lung cancer classification models. Accuracy 

serves as a fundamental measure, representing the ratio of 

correctly classified cases to the total number of cases in the 

dataset. 

 

4. Results and Discussion 
 

The evaluation of the proposed models, combining VGG16 

and DenseNet121 with Random Forest (RF) classifiers, was 

conducted using two dataset splits: 80/20 (training/testing) 

and 70/30. The VGG16 + RF model achieved the highest 

performance, with an accuracy of 95.9%, precision of 97%, 

recall of 96%, and F1-score of 96% in the 80/20 split, 

outperforming the DenseNet121 + RF model, which recorded 

an accuracy of 94.6%, precision of 97%, recall of 94%, and 

F1-score of 95%. In the 70/30 split, VGG16 + RF maintained 

its superior performance with an accuracy of 93.3%, precision 

of 97%, recall of 93%, and F1-score of 94%, compared to 

DenseNet121 + RF, which achieved an accuracy of 91.2%, 

precision of 96%, recall of 90%, and F1-score of 93%. Both 

models demonstrated high precision, indicating robust 

classification capabilities, though VGG16 + RF consistently 

exhibited better recall and overall balance, as reflected in the 

F1-scores. To further analyze performance, confusion 

matrices and bar charts of performance metrics were 

generated (Figures 4.1–4.6). The confusion matrices detail 

true positive, true negative, false positive, and false negative 

predictions for each model and split, while the bar charts 

visually compare accuracy, precision, recall, and F1-scores, 

highlighting the consistent advantage of VGG16 + RF over 

DenseNet121 + RF. The results indicate that the VGG16 + RF 

model consistently outperformed the DenseNet121 + RF 

model across all metrics and dataset splits, suggesting that 

VGG16's feature extraction, combined with the RF classifier, 

is more effective for the task. However, a limitation lies in the 

models' generalization, as the dataset was sourced from a 

single origin, which may restrict applicability to diverse 

datasets and necessitates further validation with multi-source 

data to ensure robustness and generalizability. A summary of 

the comparative performance metrics for both models across 

the two experiments is shown below. 

 

Table 4.3: The accuracy of the models based on the testing 

parameters 
  80% - 20% 70% - 30% 

VGGG16 + RF 95.90% 93.30% 

DenseNet211 + RF 94.60% 91.20% 

 

 
 

 
 

This study demonstrates the effectiveness of a deep learning 

approach for medical image classification, achieving high 

accuracy in distinguishing between [specify classes, e.g., 

benign and malignant tumors]. By leveraging transfer 

learning and an ensemble classifier, we were able to create a 

simple yet powerful architecture that performs well even in 

resource-constrained settings. This is particularly significant 

for applications such as telemedicine or rural healthcare, 

where computational power and data availability are limited. 

The high classification accuracy underscores the model's 

potential to deliver reliable results without the need for 

extensive computational resources, making it a viable solution 

for environments with restricted access to advanced 

technology. Despite these promising results, some limitations 

must be acknowledged. The dataset used was homogeneous, 

coming from a single scanner and source, which may limit the 

model's generalizability to other settings. This homogeneity 
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raises concerns about the model's ability to perform 

consistently across different imaging conditions, such as 

variations in scanner types or patient demographics. 

Additionally, the small dataset size and lack of external 

validation mean that further testing is needed to confirm the 

model's performance in diverse, real-world scenarios. Future 

research could address these limitations by expanding the 

dataset to include images from multiple scanners and sources, 

as well as conducting external validation on independent 

datasets to ensure the model's robustness and generalizability. 

Despite these limitations, our findings have important 

implications. They highlight the potential of deep learning 

models for use in resource-constrained settings, where 

traditional deep learning approaches may be impractical due 

to high computational demands. This could have significant 

implications for improving healthcare access and outcomes in 

underserved areas, such as rural or low-income regions, 

where access to advanced medical imaging technology is 

often limited. Moreover, the success of our approach suggests 

that similar strategies could be adapted for other tasks 

requiring efficient yet accurate models, such as [specify 

related applications, e.g., remote diagnostics or mobile health 

applications]. Overall, our study demonstrates the promise of 

deep learning and suggests avenues for future research to 

further validate and expand upon our approach, ultimately 

contributing to more accessible and scalable solutions in 

medical imaging and beyond. 

 

5. Conclusion and Future Works 
 

This study confirms that combining pretrained deep learning 

models like VGG16 with a Random Forest classifier can 

deliver high accuracy in classifying lung cancer from CT 

scans. While the models performed well on the available 

dataset, broader generalization remains a limitation due to 

data homogeneity. Future research should include more 

diverse datasets, explore additional imaging modalities like 

MRI, and incorporate explainable AI tools to build clinical 

trust. These steps could significantly enhance the model’s 

applicability in real-world, resource-constrained healthcare 

settings. 
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