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Abstract: In this paper we are proposing the long bus wire connection and cross correlation principals that provide the Propagation 
delay across long on-chip buses is significant manner when adjacent wires are transitioning in opposite direction (i.e., crosstalk 
transitions) as compared to transitioning in the same direction. By exploiting Fibonacci number system, we propose a family of 
Fibonacci coding techniques for crosstalk avoidance, relate them to some of the existing crosstalk avoidance techniques, and show how 
the encoding logic of one technique can be modified to generate code words of the other technique.  
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1. Introduction 
 
In the deep submicrometer CMOS process technology, the 
interconnect resistance, length, and inter-wire capacitance 
are increasing significantly, which contribute to large on-
chip interconnect propagation delay [1], [2]. Data 
transmitted over interconnect determine the propagation 
delay and the delay is very significant when adjacent wires 
are transitioning in opposite directions (i.e., crosstalk 
transitions) as compared to transitioning in the same 
direction. Several techniques have been proposed in 
literature to eliminate crosstalk transitions. A simple 
technique to eliminate crosstalk transitions is to insert a 
shield wire between every pair of adjacent wires [3]. As 
there is no activity on shield wires, the shielding (SHD) 
technique completely eliminates crosstalk transitions. 
Abstracted from the concept of shielding, forbidden 
transition coding (FTC) technique with/without memory is 
proposed in [4]. For 32-bit data, both memory-based and 
memory-less FTC techniques require 40 and 46 wires, 
respectively, as compared to 63 wires required by the SHD 
technique. Note that the memory-based FTC technique is 
very complex as compared to the memory-less FTC 
technique. Forbidden pattern coding (FPC) technique [5] 
prohibits 010 and 101 patterns from codewords, which in 
turn eliminates crosstalk transitions. It requires 52 wires for 
a 32-bit bus. No adjacent transition (NAT) coding is 
proposed in [6]. (n,b,t)-NAT codes, where ‘b’ is the 
dataword width, ‘n’ is the codeword width, and t’is the 
maximum number of 1s allowed in codewords, are designed 
in such a way that no two adjacent 1s are present in 
codewords. NAT codes are transmitted using the transition 
signaling technique [7]. For ‘n’ bit codewords, the 
maximum number of (n,b,t) – NAT code is ∑ �(� +�

���

1, −�, � ), 0 ≤ � ≤ ��
�

� (6) 
where t = n/2 the cardinality of the(n,b,t) – NAT code word 
set is fn where fn is the n Fibonacci series . By relating 
Fibonacci number system to crosstalk-free codes, we 

proposed a crosstalk-free bus encoding technique [8] and 
provided a recursive procedure to generate such codes. 
Crosstalk-free codes generated in [8] are same as that of the 
memory-less FTC technique [4]. By combining the ideas of 
[4], [5], [8], efficient codec designs for crosstalk avoidance 
are proposed in [9], [10]. In forbidden transition free 
crosstalk avoidance coding (FTF-CAC) [9], data are 
encoded using Fibonacci number system in such a way that 
01 or 10 on two adjacent bits are prohibited. In forbidden 
pattern free crosstalk avoidance coding [10], data are 
encoded using Fibonacci number system in such a way that 
010 and 101 patterns are prohibited. An iterative 
implementation strategy for generating crosstalk-free codes 
is proposed in [11], wherein a set of n bit crosstalk-free 
codes can be used to derive (n+1) -bit crosstalk-free codes. 
As a case study, the authors have implemented (n,b,[n/2]) 
NAT coding technique [6] using Fibonacci number system 
(n+1, b ,[(n+1)/2]) –NAT codewords are generated using the 
subgroups of (n-1,b [(n-1)/2]) NAT codewords and 
(n,b,[n/2]) NAT codewords and (n,b,[n/2]) _-NAT 
codewords is related to a Fibonacci number. 
 
One common thing among the techniques proposed in [8]–
[11] is that for a given dataword, an equivalent codeword is 
generated in Fibonacci number system, i.e., for every 
dataword d = dn……d0, a code word c = cn…..c0 is 
generated such that ∑ �� 2� = ∑ �����

���
�
���  where fi is the I 

the Fibonacci number. By exploiting Fibonacci number 
system, we propose a family of Fibonacci coding techniques 
for crosstalk avoidance, give a generalized framework to 
generate crosstalk avoidance codes, and establish 
relationship between different crosstalk avoidance coding 
techniques. 
 
2. Fibonacci Number System 
 
A number system S= (U,C) is defined by a strictly 
increasing sequence of positive integers U =(un) n .>0 and a 
finite subset C of positive integers. Elements of sets U and C 
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are called the basis elements and digits of the number 
system, respectively. A positive integer N is the number 
system S = (U,C) is represented by a finite sequence of 
elements d = dn……d0 of C such that N = ∑ �����

���  The 
binary number system is defined as S = ((2n)n>0{0,1}) 
Fibonacci number system [12] of order s,s>2 is defined as 
S= (Fs,{0,1}) where Fs = (fn)n>0 such that  
 
 fi= 2i for 0< i< s-1 
fi = fi-1 +…+fi-s for i> s  
 
It has been shown that Fibonacci number system of order 
s,s>2 is complete [13], i.e., every integer has a 
representation in S = (Fs,,{0,1}). Note that an integer may 
have multiple representations in Fibonacci number system of 
order s, s>2. To overcome the ambiguity in representing 
integers in Fibonacci number system of order s,s>2 a 
normal-form [13] is defined, wherein each integer has a 
unique representation which does not contain s consecutive 
bits equal to 1.  
 
3. Exploiting Fibonacci Representations For 

Crosstalk Avoidance 
 
Throughout the paper, we use notation dataword and 
codeword for data to be encoded and encoded data, 
respectively. We assume that datawords are represented in 
the binary number system. For every dataword, we give a 
codeword using Fibonacci number system of order 2 such 
that the decimal equivalent of the dataword is same as that 
of the codeword. 
 
A. Normal-Form Fibonacci (NFF) Coding Technique 
We describe NFF technique in two parts, namely, data 
encoding and data transmission. For data encoding, we use 
normal-form Fibonacci number system of order 2. For a  -
bit dataword, D = dn-1dn-2….d0 using the NFF technique, 
the unique m bit codeword, nc= cm-1cm-2….c0 can be 
generated using NFF encoding algorithm as shown in Table 
I. Let NFFn be the set  
 

 
 

of n bit NFF code words. Table II gives 4-bit code words for 
3-bit data words. 

 
 

Table 1: Conversation for 3 bit data code to 4 bit data code 

 
Second column in the table refers to the NFF code words. 
can be generated recursively as follows:  
 
NFF0 = Ø 
NFF1 = {0,1} 
NFFm+2 = {0x,10y| x €} 
 
Table IV shows 1-bit to 4-bit NFF codewords. Note that 
NFFm is same as the set of (n,b,[n/2])NAT code words [6].  
 
For implementing -NAT coding technique, though it is not 
explicitly mentioned in the paper [11], the authors indeed 
considered normal-form Fibonacci number system of order 
2. Hence, NFF technique can implement (n,b,[n/2])-NAT 
coding technique, and vice versa. Uniqueness property of the 
normal-form Fibonacci number system of order 2 prohibits 
two consecutive 1s to present in code words.  
 

Table 2: 1 bit to 4 bit data code word 

 
 
From Table IV, we can see that NFF codewords do not 
contain adjacent 1s. We now formally prove this fact. 
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Table 3: Illustration of different coding techniques 
 

 
 

4. Dependency Among Different Crosstalk 
Avoidance Codes 

 
In this section we show how one set of Fibonacci codes is 
related to the other set of Fibonacci codes. We also relate 
our Fibonacci techniques with other crosstalk avoidance 
coding techniques. Lemma 4: Rfm ={x ØAm | €NFFm } 
where Øid the bit wise  
 
4.1 Redundant Fibonacci (RF) Coding Technique 
 
We now present a coding technique which does not require 
the TS technique to eliminate crosstalk transitions. In the 
case of NFF technique, Fibonacci numbers are considered as 
the basis elements to generate bit codewords. Similar to the 
NFF technique, in redundant Fibonacci (RF) coding 
technique, we consider Fibonacci numbers as the basis 
elements with the exception that is used twice. That is, in 
order to generate bit RF codewords, we consider as the basis 
elements. As is considered twice in the RF technique, we get 
two sets of RF codewords, each is a complement of the 
other. We consider these two sets as redundant Fibonacci 
(RF) and complement redundant Fibonacci (CRF) codeword 
sets. sHence, the encoding logic given in [9] can be used for 
implementing the RF technique. CRF codewords are 
generated by taking bit-wise complement of each codeword 
from the set of RF codewords. Let be the set of bit CRF 
codewords. Shows 1-bit to 4-bit CRF codewords. Third and 
fourth columns of Table III give 4-bit RF and CRF 
codewords, respectively, for given 3-bit datawords. CRF 
encoding algorithm as shown in Table II is similar to the 
encoding algorithm given in [9] for implementing FTF-CAC 
technique. The only difference is the comparison operation. 
Instead from the implementation point of view, the CRF 
algorithm has the same complexity as that of the FTF-CAC 
algorithm [9]. 
 
5. Experimental Result  
 

 
Figure 1: Describe the Code word how we are uploading 

 

 
Figure 2: Explains the FTF Method with the code word 

adjustment 
 

 
Figure 3: Compression data of Fibonacci series 

 
6. Conclusion 
 
By exploiting Fibonacci number system, we proposed a 
family of Fibonacci coding techniques for crosstalk 
avoidance. We showed the inter-dependency among the 
proposed techniques describe and provided a formal 
procedure to convert a codeword set into another codeword 
set. We also related our proposed techniques with some of 
the existing crosstalk avoidance coding techniques. The 
proposed techniques eliminate crosstalk completely, but not 
inductance. The worst-case inductance occurs when adjacent 
lines transition in the same direction. We plan to come up 
with a suitable mechanism to minimize the inductance 
effects using Fibonacci codes in future. 
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