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Abstract: Over the past dozen years forensic and medical applications of technology first developed to record and transmit pictures from 
outer space have changed the way we see things here on earth, including Old English manuscripts. With their talents combined, an
electronic camera designed for use with documents and a digital computer can now frequently enhance the legibility of formerly obscure or 
even invisible texts. The computer first converts the analog image, in this case a videotape, to a digital image by dividing it into a microscopic 
grid and numbering each part by its relative brightness. Specific image processing programs can then radically improve the contrast, for 
example by stretching the range of brightness throughout the grid from black to white, emphasizing edges, and suppressing random
background noise that comes from the equipment rather than the document. Applied to some of the most illegible passages in the Beowulf 
manuscript, this new technology indeed shows us some things we had not seen before and forces us to reconsider some established readings.
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1. Introduction 

Pictures are the most common and convenient means of 
conveying or transmitting information. A picture is worth a 
thousand words. Pictures concisely convey information 
about positions, sizes and inter-relationships between 
objects. They portray spatial information that we can 
recognize as objects. Human beings are good at deriving 
information from such images, because of our innate visual 
and mental abilities. About 75% of the information received 
by human is in pictorial form. Vision allows humans to 
perceive and understand the world surrounding us. 

In the present context, the analysis of pictures that employ 
an overhead perspective, including the radiation not visible 
to human eye are considered. 

 Computer vision aims to duplicate the effect of human 
vision by electronically perceiving and understanding an 
image.  

 Giving computers the ability to see is not an easy task - 
we live in a three dimensional (3D) world, and when 
computers try to analyze objects in 3D space, available 
visual sensors (e.g., TV cameras) usually give two 
dimensional (2D) images, and this projection to a lower 
number of dimensions incurs an enormous loss of 
information.  

 In order to simplify the task of computer vision 
understanding, two levels are usually distinguished; low-
level image processing and high level image 
understanding.  

 Usually very little knowledge about the content of images 
 High level processing is based on knowledge, goals, and 

plans of how to achieve those goals. Artificial intelligence 

(AI) methods are used in many cases. High-level 
computer vision tries to imitate human cognition and the 
ability to make decisions according to the information 
contained in the image.  

 This course deals almost exclusively with low-level 
image processing, high level in which is a continuation of 
this course.  

 Age processing is discussed in the course Image Analysis 
and Understanding, which is a continuation of this course. 

2. Image Functions 

The Image Functions: 

 The image can be modeled by a continuous function of 
two or three variables;  

 Arguments are co-ordinates x, y in a plane, while if 
images change in time a third variable t might be added.  

 The image function values correspond to the brightness at 
image points.  

 The function value can express other physical quantities 
as well (temperature, pressure distribution, distance from 
the observer, etc.).  

 The brightness integrates different optical quantities - 
using brightness as a basic quantity allows us to avoid the 
description of the very complicated process of image 
formation.  

 The image on the human eye retina or on a TV camera 
sensor is intrinsically 2D. We shall call such a 2D image 
bearing information about brightness points an intensity 
image.  

 The real world, which surrounds us, is intrinsically 3D.  
 The 2D intensity image is the result of a perspective 

projection of the 3D scene.  
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black and a value at the high end is assigned to extremely 
white. The remaining pixel values are distributed linearly 
between these extremes. The features or details that were 
obscure on the original image will be clear in the contrast 
stretched image. To provide optimal contrast and color 
variation in color composites the small range of grey values 
in each band is stretched to the full brightness range of the 
output or display unit. 

10. Enhancement of Fine Structures in the 
Face

Having discussed downsizing and interpolation techniques 
we now deal with the enhancement of fine structures. The 
raw imagery contained a great deal of "salt-and-pepper" 
noise caused by data transmission errors. 

Step 1: The first processing step is to "clean up" the 
imagery. A 3x3 pixel Laplacian filter is used first to detect 
outliers (i.e., pixels whose values differ from the local mean 
by more than a specified threshold). The values of these 
pixels are then replaced by the local median value computed 
in a 3x3 window centered about the pixel to maintain the 
edge structure. The threshold value is selected to reduce the 
magnitude of the noise without significantly distorting the 
fine-scale detail in the image. 

Step 2: Contrast stretch is done to remove shading 
variations due to illumination and albedo variations across 
the imagery, and increase the local contrast while 
maintaining the overall tonal balance of the imagery. Over 
small areas and for isolated features the contrast is enhanced 
using a global "clip-and-stretch" which assigns pixels below 
a minimum value to zero, pixels above a maximum value to 
255, and pixels in between to the range 1-254. 

Step 3: The image at this stage contains several thin lines 
that intersect above the eyes, four broad stripes across the 
face, and fine structure in the mouth area that appear to 
some as teeth. Each is discussed below.  

11. Conclusion

Thus the above techniques mentioned in this paper are 
extensively used to enhance not only space images but also 
to explore other hidden details from images, which are of 
great importance to enrich man’s knowledge about our 
UNIVERSE. 
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