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Abstract: Developing CPU scheduling algorithms and understanding their impact in practice can be difficult and time consuming due 
to the need to modify and test operating system kernel code and measure the resulting performance on a consistent workload of real 
applications. As processor is the important resource, CPU scheduling becomes very important in accomplishing the operating system 
(OS) design goals. The intention should be allowed as many as possible running processes at all time in order to make best use of CPU. 
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1. Introduction 
 
In a single-processor system, only one process can run at a 
time; any others must wait until the CPU is free and can be 
rescheduled. The objective of multiprogramming is to have 
some process running at all times, to maximize CPU 
utilization. Scheduling is a fundamental operating-system 
function. Almost all computer resources are scheduled 
before use. The CPU is, of course, one of the primary 
computer resources. Thus, its scheduling is central to 
operating-system design. CPU scheduling determines 
which processes run when there are multiple run-able 
processes. 
 
A. Long-Term Scheduler 
 
The long-term or admission scheduler decides which jobs 
or processes are to be admitted to the ready queue; that is, 
when an attempt is made to execute a process its admission 
to the set of currently executing processes is either 
authorized or delayed by the long-term scheduler. Thus, 
this scheduler dictates what processes are to run on a 
system, and the degree of concurrency to be supported at 
any one time. 
 
B. Mid-Term Scheduler 
 
The mid-term scheduler temporarily removes process from 
main memory and place them on secondary memory (such 
as a disk drive) or vice versa. This is commonly referred to 
as ―swapping of processes out" or "swapping in" (also 
incorrectly as "paging out" or "paging in"). 
 
C. Short-Term Scheduler 
 
The short-term scheduler (also known as the CPU 
scheduler) decides which of processes in the ready queue, 
in memory are to be executed (allocated a CPU) next 
following a clock interrupt, an Input-Output (IO) interrupt 
and an OS call or another form of signal. 
 
 
 

2. Scheduling Parameters
 
a) CPU Utilization: It is the average fraction of time, 

during which the processor is busy.  
b) Throughput: It refers to the amount of work 

completed in a unit of time. The number of processes 
the system can execute in a period of time. The higher 
the number, the more work is done by the system.  

c) Waiting Time: The average period of time a process
spends waiting. Waiting time may be expressed as 
turnaround time less the actual execution time.  

d) Turnaround time: The interval from the time of
submission of a process to the time of completion is 
the turnaround time.  

e) Response time: Response time is the time from
submission of a request until the first response is 
produced.  

f) Priority: give preferential treatment to processes with
higher priorities.  

g) Fairness: Avoid the process from starvation. All the
processes must be given equal opportunity to execute.  

 
3. Overview of Existing CPU Scheduling 

Algorithms
 
A. First Come First Served (FCFS) Scheduling 
 
It is the simplest CPU Scheduling algorithm. The criteria 
of this algorithm are the process that requests first, hold 
the CPU first ‟or which process enter the ready queue first 
is served first. The workload is processed in the order of 
arrival time, with no preemption. Once a process has been 
submitted to the CPU, it runs into completion without 
being interrupted. Such a technique is fair in the case of 
smaller processes but is quite unfair for long an 
unimportant job. Since FCFS does not involve context 
switching therefore it has minimal overhead. It has low 
throughput since long processes can keep processor 
occupied for a long time making small processes suffer. As 
a result waiting time, turnaround time and response time 
can be low. 
 

Paper ID: J2013200 132 of 134



International Journal of Scientific Engineering and Research (IJSER) 
www.ijser.in 

ISSN (Online): 2347‐3878 

Volume 2 Issue 3, March 2014 

B. Shortest Job First (SJF) Scheduling 
 
The criteria of this algorithm are which process having the 
smallest CPU burst, CPU is assigned to that process next. 
If two process having the same CPU burst time FCFS is 
used to break up the tie . SJF can be worked as preemptive 
and non– preemptive in nature based on the arrival time 
and burst time of the processes. SJF reduces average 
waiting time of the processes as compared to FCFS. SJF 
favors shorter processes over longer ones which is an 
overhead as compared to FCFS. It selects the job with the 
smallest burst time ensuing CPU availability for other 
processes as soon as the current process reaches its 
completion. This prevents smaller processes from 
suffering behind larger processes in the ready queue for a 
longer time. 
 
C. Priority Based Scheduling 
 
In this algorithm, priority is associated with each process 
and on the basis of that priority CPU is allocated to the 
processes. Higher priority processes are executed first and 
lower priority processes are executed at the end. If 
multiple Processes having the same priorities are ready to 
execute, control of CPU is assigned to these processes on 
the basis of FCFS . Priority Scheduling can be preemptive 
and non-preemptive in nature. 
 
D. Round Robin (RR) Scheduling 
 
It is a preemptive scheduling algorithm. It is designed 
especially for time sharing systems. In this algorithm, a 
small unit of time called time quantum or time slice is 
assigned to each process . When the time quantum expired, 
the CPU is switched to another process. Performance of 
Round Robin totally depends on the size of the time 
quantum. 
 

 
Figure 1: CPU Scheduling 

E. Multilevel Queue Scheduling 
 
Our first composite algorithm: partition processes into 
different queues, each with its own scheduling algorithm 
(as appropriate for that queue) Canonical example: 
interactive processes use RR in one queue; batch processes 
use FCFS in another. 
 
Now of course we have to schedule among queues: 
 
Priority Scheduling 
 
Queues have preset priorities RR scheduling; each queue is 
given some quantum during which its processes do work 
 
Multilevel Feedback-Queue Scheduling 
 
Multilevel queues plus the ability for a process to move to 
another queue Lots of parameters to play with: number of 
queues, scheduling algorithms per queue, queue selection 
rules. For example, track CPU burst times and move CPU 
bound processes to a lower -priority queue; vice versa for 
I/O-bound processes. 
 
Multiple-Processor Scheduling 
 
Focus on homogeneous multiple processors: allows any 
available processor to run any available process. Two 
approaches most modern OS’s do SMP: 
 
Asymmetric multiprocessing has a single master processor 
(i.e., the one running OS code); relegating other processors 
to run user code only Symmetric multiprocessing (SMP) 
allows each processor to make decisions for it. 
 
4. Conclusion
 
The treatment of shortest process in SJF Scheduling tends 
to result in increased waiting time for long processes. And 
the long process will never get served, though it produces 
minimum average waiting time and average turnaround 
time. It is recommended that any kind of simulation for 
any CPU scheduling algorithm has limited accuracy. 
 
5. Future Scope 
 
In this paper we analyze that the process of scheduling and 
the different scheduling algorithms are reviewed. The only 
way to evaluate a scheduling algorithm to code it and has 
to put it in the operating system, only then a proper 
working capability of the algorithm can be measured in 
real time systems. 
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