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Abstract: The Recovery factor (R.F) is an important parameter needed for assessing the commercial viability of a petroleum reservoir. 

This parameter is however very difficult to determine as existing models require large number of parameters that must be known 

accurately. This paper demonstrates the use of complexity scoring approach and artificial neural network in predicting the recovery 

factor of petroleum reservoirs. Various oilfields with known complexity parameters and recovery factors were considered. These 

complexity parameters were then scored based on carefully defined criteria. The scored parameters were then used to train a carefully 

designed artificial neural network (ANN) which was then validated and tested for RF prediction. Results show good prediction of RF 

with this approach. 
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1. Introduction 
 

Oil and gas (hydrocarbons) are very important energy sources 

worldwide. One objective of the petroleum industry when an 

oilfield is first discovered is to obtain an accurate estimate of 

the recoverable hydrocarbon volume in place before any 

capital is invested in production and development. 

 

A field’s potential is determined by its Recovery Factor (RF) 

value; defined as the fraction of the total volume of 

hydrocarbons originally in place (HOIP) that can be 

recovered over the course of a field’s economic life. This 

signifies that the higher the RF of an oil and gas field, the 

more efficient and effective the crude oil has been produced 

from the reservoir. Optimizing the production of an oil or gas 

field must be the interest of both governments and operators, 

consequently maximizing recovery levels at the appropriate 

economic and political moment may prove too tempting to 

most; thus, the employment of RF as a measure of 

comparison to measure the performance of a reservoir. It is 

important to comprehend what it is, how it is calculated and 

the uncertainty inherent to the parameters from which it is 

derived. 

 

Recovery factor, a seemingly trivial calculation has inherent 

uncertainty and can vary due to many factors. Many models 

have been developed to predict recovery factors. However 

most of these models are specific to the type and nature of 

reservoirs, fluids and wells. A common approach used to 

determine recovery factor through is via material balance 

calculations (Dake, 1998). An analytical model for predicting 

recovery factors in gas reservoirs has also been developed by 

Conelson (Conelson, 1974). Aguilera provides a good review 

of recovery factor prediction approaches in naturally 

fractured reservoirs (Aguilera, 1999). A modern approach is 

via reservoir simulators. These approaches also have the 

inherent problems of requiring several input parameters that 

must be accurately known making most of them impractical 

to use at the early stages of reservoir development when 

recovery factor is most needed for investment decision 

making. 

 

This paper demonstrates the use of complexity scoring 

approach and artificial neural network in predicting recovery 

factors. The two most important advantages of this approach 

is that it does not need accurate knowledge of its parameters 

and can be used even at the early stages of field development 

once the basic inputs can be “roughly” estimated. 

 

1.1 Complexity Scoring 

 

The scoring approach that was used by Wickens and Kelly 

(Wilkens & Kelly, 2010) was adopted in this work. The 

approach is based on the four main reservoir geological and 

fluid properties that have been studied to most affect 

recovery factor. The parameters are: 

 

 Vertical Reservoir heterogeneity 

 In-Situ Oil Viscosity 

 Structural complexity 

 SOIIP Areal density 

 

Following the scoring approach, a value of 1 to 5 is assigned 

(scored) to the various parameters in order of their decreasing 

effects on recovery factor. That is, an assigned value of 1 to a 

particular parameter will show a higher influence of that 

parameter on the recovery factor. The trend decreases from 1 

to 5 with a score of 5 bearing the lowest effect on the 

recovery factor.  

 

 
 

Decreasing effect of parameter score on recovery factor 

 

A scoring criterion was thus designed for each of the factors 

considered to affect recovery factor. Table 1 shows how 
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viscosity, STOIP areal density and Vertical reservoir 

heterogeneity are score. 

 

Table 1: Summary of scoring system 

Parameter Range 

Score 1 2 3 4 5 

Viscosity, cp 0 to 1 1 to 10 10 to 100 
100 to 

1000 
>103 

Vert. Res. 

Het. 

(kmax/kmin) 

1 to 10 10 to 100 
100 to 

1000 

103 to 

104 
>104 

STOIP Areal 

density, 

million 

Sm3/km2 

>4.5 4.5 to 2 2 to 1 1 to 0.5 <0.5 

 

Similarly compartmentalization/faulting (field geology) 

which are difficult to quantify similarly are scored according 

to their effects on recovery factor. Description of field 

geology that was used in defining and assigning a score to it 

as outlined in Table 2. 

 

Table 2: Structural complexity scoring system 

Score Description of Structural Complexity 

1 Excellent reservoir quality 

2 Good reservoir quality with minor faults 

3 
Faulted complex reservoir with evenly distributed major and 

minor faults. 

4 
Highly faulted reservoir with major faults and relatively 

small minor faults 

5 Highly faulted/ fractured reservoir compartmentalization. 

 

1.2 Artificial Neural Network 

 

Artificial neural networks are information processing systems 

that are a rough approximation and simplified simulation of 

the biological neuron network system. Artificial neural 

networks have the ability to recognize complex patterns 

quickly with a high degree of accuracy, it makes no 

assumptions about the nature and distribution of the data and 

they are not biased in their analysis. In addition, artificial 

neural networks have non-linear tools and as such are good at 

predicting non-linear behaviors. Neural networks form a 

broad category of computer algorithms that solve several 

types of problems, including pattern classification (Smith, et 

al., 1992), functions approximation (Zainuddin & Pauline, 

2007), filtering (El-Hawary, 1994), optimization (Anant , 

Parag , & Mukesh , 2012) and automatic control (Bhongade, 

Gupta, & Tyagi, 2010). In the realm of petroleum 

engineering and geoscience, the concept has been applied to a 

number of problems (Li, Chan C.W, & Nguayen, 2013)- 

(Raeesi, Mordzedeh, Ardejani, & Rahimi,M., 2005). 

 

The starting point for most neural networks is a model 

neuron, as shown in Figure 3. This neuron consists of 

multiple inputs and a single or multiple output. Each input is 

modified by a weight, which multiplies with the input value. 

The neuron will combine these weighted inputs and, with 

reference to a threshold value and activation function, use 

these to determine its output. Similar to how the brain learns 

by training, a neural network can be trained to recognize 

pattern after which it can be used to make predictions. 

Readers are referred to (Neocleous & Schizas, 2002) on the 

details of the concept. 

 

 
Figure 1: Basic structure of a neural network 

 

2. Methodology 
 

Figure 2 summarizes the methodology adapted in this work 

 

 
Figure 2: Summary flow-chart of research procedure 

 

Viscosity, vertical reservoir heterogeneity, areal density, 

structural compartmentalization/ faulting and recovery factor 

data from various oilfields across the globe were gathered for 

the studies. The fields were not restricted particular to but 

consisted of fields various sizes, fluid properties and 

geological characteristics. This was adopted to prevent 

restrictions to the final model as much as possible. In all, 

sixty-two (62) fields were considered in this study. Table 3 

shows descriptive statistics of the data collected. 

 

Table 3: Summary statistics for properties form the 62 

oilfields 

Property/ 

Descriptiv

e statistic 

Viscosity 

Areal 

STOIP 

density 

Vertical 

reservoir 

heterogeneit

y 

Structural 

complexit

y 

Mean 73.03 cp 

29.32 ( x 

106 

sm3/km2) 

2550.784 2.16 

Standard 

Deviation 
251.56 cp 

50.83 (x106 

sm3/km2) 
13075.52 1.404834 

Variance 
62261.85cp

2 
2542.17x(10
6 sm3/km2)2 

168211820.

6 
1.941727 

Skewness 4.07 2.36 7.09 1.06 
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The complexity scoring approach adopted from Wilkins and 

Kelly (Wilkens & Kelly, 2010) was applied to the dataset. 

Below shows three examples of fields with their actual data 

(Tables 4 and 5) values and their score data (Table 6). 

 

Table 4: Fluid and reservoir data for three field examples

 

Field Recovery factor (%) Viscosity, (cp) Areal density (sm3/km2) Vertical reservoir heterogeneity score, (kmax/kmin) 

Auk 18 0.9 1.26 10000 

Fulmar 49 0.42 11.43 2000 

Claire 14 6 18.1 2.5 

 

Table 5: Geological/structural description of three field examples

 

Field Structural Complexity 

Auk Vuggy, fractured dolomite reservoir with mostly secondary porosity and complex faults 

Fulmar Kimmeridge sandstone with large scale coarsening upwards sequence of excellent reservoir quality 

Claire Devonian-carboniferous fractured sandstones divided into nine fault-bounded segments  

 

Table 6: Field score for three examples

 

Field Viscosity score Areal density score Vertical reservoir heterogeneity score Structural complexity score 

Auk 1 3 5 3 

Fulmar 1 1 2 1 

Claire 2 1 1 5 

 

MATLAB Neural network toolbox version 2013b was used 

to develop the artificial neural network. The Neural Network 

toolbox has the ability to design, implement, visualize, and 

simulate neural networks. Networks can automatically be 

created with default architectures or one can fully change it to 

suit their own network. Graphical user interfaces and 

command line functionality can be used. MATLAB was 

chosen due to its readily availability, user friendly nature and 

customizable nature. 

 

The MATLAB function code takes information such as the 

variables, number of hidden units and training rule as 

arguments. Thus, the basic topology of the artificial neural 

network (the number of hidden layers, number of hidden 

units, the hidden unit transfer function, and training 

algorithm) is specified for the data to be inputted for the 

training to begin. 

 

The precise number of hidden layers and hidden units 

required for a modeling task remains an open question (Zang, 

2000). Thus, the structure of the neural network was 

developed based on trial and error. The network was initially 

created with one (1) hidden layer of ten (10) hidden units 

with gradient descent learning rule. Different architectures 

were then examined varying the various components of the 

neural network architecture on the training set to find the 

optimal architecture. 

 

 

 

 

 

The total number of data set (number of fields) used was 

sixty two(62), with four data points each accounting for 

viscosity, structural compartmentalization/faulting, vertical 

reservoir heterogeneity and STOIIP areal density. Out of the 

62 data set, 70% was used for training, 15% used for 

validation and 15% was saved to test the neural network. 

 

MATLAB provides a displayed window which enables you 

to monitor the training progress and perform plot buttons to 

evaluate the performance of the network. 

 

Errors between the target and the neural network output can 

be decreased by utilizing a supervised learning. With the 

intention of validating the neural model, this work 

investigates the least mean square error (LMSE) method, 

which is based on reducing the mean square error and is used 

to adjust the weights and biases. The mean square error is a 

performance function used in data training. The MSE can be 

defined as: 

 

MSE =
1

Q
  e (k) 2 =

1

Q
  t k − a(k) 2q

I=1
q
i          (1) 

 

MAPE is applied to calculate the average error between the 

actual measure and the prediction. The equation of MAPE 

can be defined: 

 

MAPE =  
1

n
 

|x t −x  t |

x(t)

n
i=1  x100                     (2) 

 

It is one complete presentation of the entire training data to 

the network during the training process. The number of epoch 
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has a significant effect on the output of the network, a very 

high or low value could cause either over fitting of the 

network training set or a poor performance/high MSE. The 

cross-validation stopping approach was used to control 

number of iteration using the performance plots as diagnostic 

tools. Over fitting sets in at the point where the MSE of 

training drastically reduces and MSE of validation increases, 

and at this point the training is stopped and the network 

saved.  

 

After training of the network, a cross plot was generated with 

the target and the outputs. The ideal results will be for all the 

points to fall on the unit slope but this will largely depend on 

the accuracy of the model. The main factor that determines 

the accuracy of the model is the correlation coefficient (R). 

The closer the root mean square is to zero, the more accurate 

the results. An “R” value closer to 1 means that there is a 

strong correlation and the network is able to predict the 

expert’s evaluation. Therefore for very accurate results, the 

two points have to have appreciable values closer to 0 and 1 

respectively. Also, other plots such as the training, validation, 

testing and overall are generated. 

 

3. Results and Discussion 
 

Twelve different training algorithms varied over three hidden 

layer transfer functions (logsig, tansig and purelin) and one to 

twenty hidden unit sizes. In total 720 networks were 

generated. After many sets of neural network created, there 

were many outcomes as with regard to the performance of the 

network. The network topology and rules that gave the best 

performance is described in Table 7 below: 

 

Table 7: Best network Attributes 

Number of inputs 4 

Number of hidden layer 1 

Number of Hidden layer neurons 4 

Training algorithm Powell-Beale conjugate-

gradient back propagation 

Transfer function Log-sigmoid function 

 

Regression plots for this network show the target (known 

recovery potential) versus the network’s output or predicted 

recovery factors. It is desired that all points fall on the unit 

slope line indicating there was no difference between the 

target and the prediction. This network yielded a test 

performance (correlation coefficient, R) of 96.086% with 

training and validation performances as 91.76% and 96.22% 

respectively. According to Zang (Zang, 2000), a very good fit 

to training sample but poorer fit to test sample is a symptom 

of over fitting and poor generalization. Thus lower training 

(compared to testing) correlation coefficient is desirable as it 

indicates the absence of over fitting but good generalization 

performance. The overall coefficient of correlation given by 

this network was 93.43% depicting a good relation between 

the predicted and targeted recovery factors. This is because 

an R value closer to one (1) means there is a strong 

correlation and the network is able to predict the target 

recovery factors. This gives the network a high degree of 

accuracy to predict other fields. 

 

 
Figure 3: Regression plot for training dataset 

 

 
Figure 4: Regression plot for validation dataset 

 

 
Figure 5: Regression plot for test dataset 

 
Figure 6: Regression plot for all dataset 

Paper ID: IJSER15342 127 of 129



International Journal of Scientific Engineering and Research (IJSER) 
www.ijser.in 

ISSN (Online): 2347-3878, Impact Factor (2014): 3.05 

Volume 3 Issue 7, July 2015 
Licensed Under Creative Commons Attribution CC BY 

A Mean square error performance plot was also generated, 

showing the performance of the network on testing, training 

and validation data sets. The dependent variable here is the 

mean squared error and the independent variable is the 

number of epochs or training iterations. As the number of 

epoch increases it is desired that the error also decreases till it 

flattens off at an acceptable level. From the Figure 7, training 

was optimal only at the 5
th

 epoch while validation was 

optimal only at the 9
th

 epoch, slightly higher than the training 

performance. This is an indication of the ease with which the 

network recognized the pattern within the dataset after a few 

iteration. It also indicates that the procedure is memory 

economic while still providing good prediction performance. 

 

 
Figure 7: Means square error performance plot 

 

A histogram analysis of the training, validation and testing 

errors can be seen in Fig. 7. It could be seen that the errors 

are normally distributed about the zero point. This indicates a 

mean error close to zero depicting good network prediction 

performance. 

 
Figure 8: Error histogram with 20 bins 

 

The final network, weights and biases have been saved and 

spiced into a user friendly software we call Recovery 

Potential Predictor (RP
2
).With knowledge of the four main 

inputs (actual or scored), one can use this software to 

estimate a fields recovery factor in a fast, economical and 

reliable manner. Figure 8 shows the graphical user interface 

for the RP
2 
software. 

 

 
Figure 9: RP

2
 Graphical User interface 

 

4. Conclusion 
 

In this study, we have developed an approach to forecast the 

recovery potential of oil fields with unknown recovery 

potential using complexity scoring and artificial neural 

network. The network shows very good prediction accuracy 

with a test correlation coefficient of about 96 % using dataset 

from sixty-two (62) fields. The procedure also proves to be 

memory economic with optimal training and validation 

performances reached only at the 5
th

 and 9
th

 epochs 

respectively. 

 

The procedure would be very useful in estimation recovery 

factors with limited and roughly estimated reservoir 

properties. This makes it applicable even at the early stages 

of field development where accurate data is most of the times 

unavailable. It should be mentioned at this stage that the 

procedure is not a panacea and that accurate data should 

always be sought for recovery factor estimation. 
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