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Abstract: Economic systems are characterized by increasing uncertainty in their dynamics. This increasing uncertainty is likely 

to incur bad decisions that can be costly in financial terms. This makes forecasting of uncertain economic variables an 

instrumental activity in any organization. This paper takes the hotel industry as a practical application of forecasting using the 

Holt-Winters method. The problem here is to forecast the uncertain demand for rooms at a hotel for each arrival day. Forecasting 

is part of hotel revenue management system whose objective is to maximize the revenue by making decisions regarding when to 

make rooms available for customers and at what price. The forecast approach discussed in this paper is based on quantitative 

models and does not incorporate management expertise. Even though, forecast results are found to be satisfactory for certain 

days, this is not the case for other arrival days. It is believed that human judgment is important when dealing with external events 

that may affect the variables being forecasted. Actual data from a hotel are used to illustrate the forecasting mechanism.  
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1. Introduction 
 

Forecasting room demand is a very important part of 

modern day hotel revenue management systems. The 

objective of these systems is to maximize the revenue 

under the constraint of fixed room capacity. To this end, 

most hotels have implemented some form of inventory 

optimization and controls. These optimization routines 

are carried out over several days prior to the arrival day, 

so an estimate of the demand for rooms for that particular 

target day is required to carry out the optimization. This 

paper deals with the problem of forecasting unconstrained 

hotel room demand. Unconstrained room demand is the 

number of rooms that can be rented if there are no 

capacity or pricing constraints. Room allocation and 

optimization are separate issues and are not addressed in 

this paper. 

 

Optimization of the inventory is very important to the 

yield management system. The optimization problem 

involves selling the right type of room to the right 

customer at the right price, with the objective of 

maximizing the revenue. This is not a simple task, 

considering that there are multiple room types which can 

be sold at different rates to customers requesting multiple 

night stay. This makes forecasting an important issue, 

since a better forecast would result in improved inventory 

optimization, and consequently, increased revenue. 

Indeed, forecasting and optimization are among the 

primary components of the yield management system [1], 

and both components are vital for the performance of the 

system. 

 

A lot of the work done on hotel revenue management 

systems deals with the optimization problem [2, 3, 4]. 

However, to the best of our knowledge, there has been 

little or no published work on the room demand 

forecasting aspect. In this paper, we show how a 

particular forecasting procedure can be applied to the 

hotel room demand problem. 

 

Several methods have been used for the purpose of 

forecasting data in a variety of business applications [5]. 

Different methods vary in the manner in which the 

historical data is modeled. Regressional methods seek to 

explain the data with one or more input variables, and the 

model relates the data to the inputs with a set of 

coefficients [5]. An application of this method is found in 

[5], which uses a linear regression model to fit the 

monthly maintenance expense data of a manufacturing 

plant. Another method involves fitting a structural time 

series model to the data. Such a model is set up in terms 

of components which have a direct interpretation [6]. A 

very popular forecast method is the Box-Jenkins 

approach to time series modeling and forecasting [7]. 

This approach does not assume that successive 

observations and errors are independent. Future values 

are forecasted as a function of past observations and 

errors. An example of such a model can be found in [5], 

in which the viscosity of a product in a chemical process 

is modeled using an AR(2) model. However, these 

models are very complicated and difficult to implement. 

Smoothing methods, on the other hand, are simple and 

give equivalent performance with the right choice of 

model. Smoothing procedures discount past observations 

in predicting future data, but the manner in which past 

data is discounted is ad hoc [6]. 

 

The exponential smoothing procedure is a simple method 

to forecast future data based on past observations [8]. In 

this method, previous observations are discounted such 

that recent observations are given more weights and 

observations further in the past are given less weight. The 

weights decrease by a constant ratio, and thus lie on an 

exponential curve. This method, however, can be used 

only for non-seasonal time series showing no trend. Due 

to this, certain adaptations are required in order to use it 

for time series that arise in real problems. 

 

A more general variation of the simple exponential 

smoothing procedure is the Holt-Winters method [9]. The 

latter considers the local linear trend and seasonality in 

the data. The trend represents the direction in which the 
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time series is moving, while the seasonality explains the 

effects of different seasons in the data. This method owes 

its popularity to the fact that it is very simple to 

implement and is comparable with any other univariate 

forecasting procedure in terms of accuracy [10]. Also, the 

components of the forecast (viz. mean, trend and 

seasonality) lend themselves to an easy interpretation. 

These components are discussed in detail in the next 

section. In this paper, we apply the Holt-Winters 

procedure to forecast unconstrained room demand for an 

actual hotel. Data collected from an actual hotel is used in 

the initialization of the forecast components. 

 

The objective of this paper is to apply and evaluate the 

Holt-Winters procedure to the forecast of hotel room 

demand. The forecast generated is based only on the hard 

data in the form of historical data and current booking 

activity. In this paper, no human input is accounted for in 

the forecast mechanism. The current study is part of an 

ongoing research aiming at developing a robust forecast 

system where both hard data and human input are 

combined. The motivation for this research comes from 

the fact that a good forecast would greatly enhance 

management decision making. 

 

The remainder of the paper is organized as follows: We 

first present the Holt-Winters forecasting procedure in 

Section 2. Both, additive and multiplicative models are 

presented, and model selection criteria are discussed. 

Section 3 deals with the room demand forecasting. We 

discuss the reservation characterization and formulate the 

forecasting problem. Analysis of historical data and 

simulation of reservation requests are also included in this 

section, followed by the forecast algorithm. Simulation 

results are presented in Section 4. Finally, in Section 5, 

we present the conclusions and suggestions for further 

research work. 

 

2. Holt-Winters Forecasting Method 
 

The Holt-Winters method is an extension of the 

exponentially weighted moving average (EWMA) 

procedure [6]. The EWMA algorithm forecasts future 

values based on past observations, and places more 

weight on recent observations. In the Holt-Winters 

method, the forecast components are updated in a similar 

fashion, i.e. more weights are placed on recent values. 

The distinctive feature of the Holt-Winters procedure is 

that it incorporates linear trend and seasonality into the 

simple exponential smoothing algorithm [6]. 

 

The Holt-Winters models the time series with three 

components: mean, local trend and seasonality. 

Depending on how the seasonal variation is included in 

the model, there are two versions of the Holt-Winters 

forecast procedure: the additive model and the 

multiplicative model. The additive model assumes that 

the forecast at time t, yt, is given by 

yt = (mean at t —1+ local trend) + (seasonality) + error 

(1) 

 

while the multiplicative model assumes the forecast is 

given by 

yt = (mean at t —1+ local trend) x (seasonality) + error 

(2) 

 

Each component of the forecast is described below. 

 

2.1 Mean 

 

The mean component, denoted by mt, of the model gives 

the level of the time series at time instant t. It is the base 

component of the time series which is modified by the 

trend and seasonality effects to give the final value. For a 

constant, non-seasonal process, the mean is taken as the 

forecast of future observations. 

 

2.2 Trend 

 

A majority of the time series do not fluctuate about a 

constant level, but exhibit shifts in either the upward or 

downward directions. This effect is modeled by the trend 

component, denoted by bt, and it gives the general 

direction in which the series is progressing. The trend can 

be classified as global or local, linear or non-linear, etc. 

The Holt-Winters procedure models a local, linear trend. 

 

2.3 Seasonality 

 

Time series generally show seasonal variations i.e. there 

is a periodic shift in the level of the series. This is 

especially true in case of hotel room demand, which have 

distinct periods of high and low demand depending on the 

type of hotel property, time of year etc. Seasonal effects 

are cyclic i.e. it repeats itself after a fixed interval of time. 

The Holt-Winters method models a finite number of 

seasonal variations, and the seasonal component is 

denoted by ct. 

 

The seasonality component determines the version of the 

Holt-Winters forecast procedure. The additive version, in 

which the seasonal component is added to the base and 

trend components, is used when the amplitude of the 

seasonal variation is independent of the level of the time 

series. The use of the multiplicative version is appropriate 

when the amplitude of the seasonal variation is 

proportional to the level of the time series. In the 

multiplicative version, the seasonal effect is multiplied to 

the base and trend components. 

 

Additive Model 

The time series is represented by the model 

ye = me + bet + + (3) 

where et is the random error component with mean 0 and 

variance U
2
. We assume the length of a season to be s 

periods. The equations for updating the corresponding 

components are 

 = a Oft — 6,4 + (1 — a) + (4) 

fi(iht — nit-1)+ (1— p)ik_, (5) 

at = 7(lit iht) + (
1
 7)et-8 (6) 

where a, 0 and 7 are the smoothing constants for the 

base, trend and seasonal components respectively, and 

int, bt and et are the estimates of the base, trend and 

seasonal components respectively at time t. The forecast 

for any future time 7 = 1,2,... is given by 

ilt+T = mt +ler + ee+T-8 (7) 
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In the above equation, we use the estimate of the seasonal 

component at time t +7 computed s periods ago. 

 

Multiplicative Model 

 

The multiplicative model assumes the time series to be of 

the form 

 
where, as above, et is the random error component. The 

update equations are  

 
where a, /3 and 7 have the same meaning as in the 

additive model. The forecast for any future time T = 1,2, 

... is given by 

fit+T = + ikerret+T-8                      (12) 

 

As seen from equations 1 through 10, it is quite 

straightforward to implement the Holt-Winters method 

(either version) on a digital computer. We have used the 

multiplicative version to forecast room demand, based on 

the assumption that the seasonal effects are proportional 

in size to the local mean. Initially, the smoothing 

constants are assigned values arbitrarily, and a is 

optimized before each forecast run to minimize the most 

recent forecast error. 

 

3. Forecasting Unconstrained Room Demand  
 

3.1 Characterizing Reservation Requests 

 

A reservation request is characterized by three quantities: 

the arrival day, market segment and the length of stay. A 

request for room reservation always specifies a particular 

arrival date. Availability and/or price considerations may 

cause the customer to change the arrival day, but since we 

are interested in forecasting unconstrained demand, we 

assume that there is no change in the requested arrival 

day of each reservation. Also, hotels have different types 

of rooms (e.g. suites, double rooms, economy etc.) and 

each of these is sold at different rates. Additionally, the 

same type of room may be sold at different rates to 

different customers, depending on promotional packages, 

concessional rates for government employees, etc. Thus, 

each reservation request is characterized by the market 

segment or rate category requested. Lastly, the demand 

for a room is also characterized by the number of nights 

the reservation is requested for. A reservation request 

may be for one night, two nights, or several nights. The 

length of stay is an important factor as it has a direct 

impact on the daily revenue, capacity, etc. 

 

3.2 Characterizing Cancelation Requests 

 

Like reservations, cancelat ions of some existing 

reservations are also characterized along similar lines. 

However, one must realize two important differences 

between the two. Firstly,only an existing reservation can 

cancel. In this sense, cancelations depend on the 

outstanding reservations. The other difference is that it is 

important to know when the cancelation occurred, i.e. 

how far before the arrival date was the reservation 

canceled. As seen later in section 3.4, this affects the 

short term demand forecast. 

 

The forecast problem can then be defined as estimating 

the number of net reservations (reservations- 

cancelations) that will be received for each future arrival 

date per rate class for each  

 

 
Figure 1: Plot of actual unconstrained net demand of rooms 

 

possible length of stay. In this paper, we assume that the 

reservations are distributed over different stay durations 

according to historical data, and we focus our attention on 

forecast-ing the net demand for each future arrival day for 
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each market segment. The simulations are carried out for 

one rate class. Extending this work to forecast 

unconstrained demand for several rate classes is 

straightforward. 

 

3.3 Analysis of Historical Data 

 

We have used data from an actual hotel for the 

initialization and testing of the forecast al-gorithm. 

Reservation data for 58 weeks (406 days) was used for 

this purpose. The property from which the data was 

obtained is a business/convention center property. The 

methodol-ogy developed here is general, and can be 

applied to any type of hotel (eg. business traveler 

property, leisure traveler property). Figure 1 shows the 

time series plot of the actual uncon-strained net demand 

for the hotel property. 

 

From the graph, we observe the following points: 

 A distinct seasonal effect is seen in the plot. The 

average level of the series decreases between 75 and 

200 days as compared to the other portions of the time 

series. 

 While no distinct global trend is seen in the plot, it is 

possible to identify local linear trends in the data. 

 Large and sudden increases or decreases in demand are 

seen at different parts of the plot. These may 

correspond to certain events taking place in the hotel or 

city, and these are classified as non-random effects. 

 

The seasonal effect is specially important in the hotel 

revenue management problem. Hotels generally have 

distinct high demand and low demand seasons, and 

different room allocation strategies are used in these 

different seasons. As an example, hotels may work with 

only a part of the room inventory during low demand 

season to reduce the overheads associated with excess 

rooms. Consequently, it is very important to be able to 

estimate the room demand based on the current season. 

 

3.4 Simulating Reservation Requests 

 

To evaluate the performance of the forecast, we need to 

simulate the process of receipt of requests for hotel 

rooms. The output of the forecast is the number of 

customers in each market segment that will actually 

show-up on any particular arrival day. Thus, we need to 

simulate the build-up of net demand (reservations minus 

cancelations] for each market segment and each arrival 

day in the simulation period. Thus, the problem is that of 

generating random reservation and cancelation requests 

based on historical data. 

 

Reservation requests are generated using a Poisson 

distribution, while a binomial distribution is used to 

model cancelation requests. Modeling reservations and 

cancelations using Poisson distribution and binomial 

distribution respectively are very common in the litera-

ture and have been used by several researchers [2, 3, 4]. 

In [2], a Poisson distributed random variable is used to 

simulate different types of reservation requests, and a 

binomial distribution for modeling no-shows and 

cancelations. Optimal strategies for renting hotel rooms 

taking multiple days stay into account are studied in [3], 

and a truncated Poisson process is used to describe the 

arrival process. Dynamic operating rules for motel 

reservations with the objective of maximization of profit 

are developed in [4], and a binomial distribution is used 

for cancelations and no-shows in the simulation. 

 

A Poisson distribution is intuitively appealing since the 

requests are received primarily for individual rooms 

rather than groups. The mean of the Poisson distribution, 

which represents the rate at which reservation requests 

are received, is obtained from historical data. Since the 

rate at which reservations are requested vary depending 

on how close or far the arrival day is from the simulation 

day, we must use time-varying reservation rates to model 

the process more accurately. To accomplish this, we 

divide the booking horizon into a number of booking 

periods, and each booking period has its reservation 

request and cancelation rate. This concept of booking 

periods is illustrated in Figure 2 below. In the figure, ri 

and ci represent the reservation and cancelation rates, 

respectively, in booking period t = i. Note that different 

booking periods contain different number of days. This is 

because booking periods closer to the arrival day receive 

greater number of requests, and so they have fewer days 

in the period. Conversely, booking periods further away 

from the arrival day have more number of days since they 

record small number of requests. The different 

reservation and cancelation rates are also obtained from 

historical data for that particular arrival day and market 

segment. This implementation gives a more realistic 

approximation to the actual build-up curve. 

 
Figure 2: Booking Horizon and Booking Periods 

 

The probability function for generating random 

reservation requests according to the Poisson law with 

time varying rates is given by 

 
 

In the above equations, f (x) is the probability that the 

random variable (number of requests received per day) 

takes on values from 0,1,2, .... The At's are the different 

request rates in periods t = 1, , n , where t =1 is the 

booking interval closest to the arrival day, t = n is the 

interval farthest from the arrival day and n is the total 

number of booking periods. 

 

A reservation may also be canceled prior to the arrival 

day, and we seek to model these cancelations as well. 

Cancelations have to be taken into account to be able to 

compensate for the loss in potential revenue due to 
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canceled reservations. We model the cancelation with a 

binomial random variable. For each reservation, a 

binomial random variate is generated, with parameter 

equal to the probability of the reservation cancelling. This 

probability is obtained from historical data, and varies 

according to how close or far the arrival day is from the 

simulation day. A binomial distribution was chosen as 

there are only two possible outcomes: either the 

reservation will cancel or it will not. By generating such a 

random cancelation variate for each reservation, we can 

calculate the net reservations for each arrival day/market 

segment combination. We can then calculate the 

percentage of these net reservations that actually show-up 

on the arrival day by multiplying the net reservations and 

the  

 

 
Figure 3: Actual and simulated build-up curves 

 

show-up rate for that arrival day/market segment 

combination. The show-up rate is also obtained from 

historical data. 

The probability function of a binomial distribution used 

to generate random cancelations is given by 

where x is the random variable, n is the number of 

Bernoulli trials and p is the probability that reservation 

will cancel. Here vi, which represents each reservation, 

equals 1, and 1(x) is the probability that the random 

variable x takes values 0 or 1. The random variable itself 

represents the event that the reservation will cancel, with 

x = 1 meaning that the reservation will cancel and x = 0 

meaning it will not. 

 

Actual and simulated build-up curves are shown in Figure 

3. The ordinate in the two figures correspond to the 

cumulative bookings that showed up on the arrival day. 

As seen from the two figures, we are able to obtain a 

realistic appraximation of the build-up process using the 

approach described above 

 

3.5 Long Term and Short Term Forecasts 

 

The forecasted value of demand is comprised of two 

components: the long term and the short term forecasts. 

As the name indicates, the long term forecast estimates 

the final demand for the different arrival dates/market 

segment combinations well in advance of the arrival 

dates. The short term forecast on the other hand, 

estimates the final demand only after the hotel property 

starts receiving booking for an arrival day. Typically, 

most of the advance booking requests are received during 

the 60 days before the arrival day; hence the name short 

term forecast. The final forecast is a weighted 

combination of the long term and the short term forecasts. 

 

The long term forecast is the dominant component of the 

final forecast when the arrival day is far away from the 

processing day. Conversely, as the arrival day 

approaches, the short term forecast becomes the dominant 

component, since the short term forecast depends on the 

actual booking rate. The corresponding weights 

associated with each of the two forecasts also change as 

the arrival day approaches. Initially, when the arrival day 

is far away, the long term forecast weight is near unity, 

while the short term forecast weight is almost zero. As 

the arrival day gets closer, the short term forecast weight 

increases and the long term forecast weight decreases. 

Eventually, when the arrival day is very close, the short 

term forecast weight will approach unity while the long 

term forecast weight will be near zero. Each component 

of the forecast and the forecast weights are described 

below. 

 

We wish to point out that this approach of using two 

forecasts (short term and long term) and then calculating 

a combined estimate is well known in the literature [11]. 

Notably, estimation of load on electric power systems use 

this methodology very frequently. Procedures for electric 

load estimation using two forecasted are discussed in 

[12]. This paper uses two models - a stochastic load 

model based on historical data and a weather load model 

which takes into account the effect of weather variables 

on the load pattern. The forecasts from both models are 

then combined optimally to give the final forecast. 

 

3.5.1 Long Term Forecast 

The long term forecast estimates the demand for future 

arrival dates based on historical data. The forecast may be 

made as much as a year ahead of the arrival date, and so it 

is called the long term forecast. We use the Holt-Winters 

process (described in Section 2) for this forecast. 

 

3.5.2 Short Term Forecast 

The short term forecast is an estimate of unconstrained 

net demand for future dates based on the actual advance 

booking activity. This is in contrast to the long term 

forecast, which estimates the demand entirely on the basis 

of the historical demand pattern. In estimating the 

demand, the short term forecast uses the current 

reservation held, the cancelation rates for these held 

reservations and the number of reservations that were 

turned down. In an equation form, it is expressed as 

 

S.T. forecast = (net reservations held x cancelation rate) + 

net reservations turned down (16) 

 

The terms on the right side of Eqn. 16 are self 

explanatory. The net reservations held correspond to the 

number of reservations for an arrival date that are 

outstanding at the time of calculating the short term 

forecast. This quantity (net reservations held) when 

multiplied by the cancelation rate gives the number of 

reservations that will actually show up on the arrival date. 
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The second term on the right side of Eqn. 16 represents 

an estimate of the number of reservations that were 

turned down or denied due to capacity or pricing 

constraints. If these requests were accepted, then the 

demand would be higher by an equivalent amount. This 

amount is included in the short term forecast since we 

want to forecast the unconstrained demand. 

 

3.5.3 Forecast Weights 

The final forecast consists of combining the long term 

and the short term forecasts to produce a single composite 

forecast. This is achieved by taking a weighted sum of the 

two forecasts. The objective is to give the long term 

forecast a higher weight than the short term forecast when 

the processing day is far away from the arrival day. 

Alternately, the short term forecast is given a higher 

weight when the processing day is close to the arrival 

day. The weights are normalized, i.e., their sum is unity. 

 

Initially, the weights are set according to the number of 

bookings and number of forecasted demand. During the 

execution of the forecast program, the weights are 

continually updated. The update factor depends on the 

mean square error (IVISE) between each of the forecast 

and the actual value. The new weights are given by 

 

3.5.4 Combined Forecast 

After having calculated the short term and the long term 

forecasts and the forecasts weights, the final combined 

forecast can be calculated as 

final forecast = It-weight x LT forecast + st-weight x ST 

forecast (19) 

where 

It-weight = updated weight 

st-weight = 1 — It-weight 

The final forecast is calculated for each arrival day. 

 

3.6 Forecast Algorithm 

 

Having seen the different components of the forecast, we 

can now study the actual procedure used. The forecast 

algorithm can be easily understood with the help of the 

flowchart shown in Figure 4. 

 

The flowchart shows how the two forecast components 

are calculated and combined to give the final forecast. 

Initialization of the long term component involves setting 

the values of the mean, trend and seasonal components, 

and is performed only once, at the beginning of the 

forecast process. One year (52 weeks) worth of data is 

used for the initialization. All the other components of the 

long term forecast are updated nightly. The next step in 

the long term forecast is to find the optimal value of the 

smoothing parameter a (refer Section 2) that minimizes 

the current forecast error. The current forecast error is the 

difference between the forecasted demand for the current 

day and the actual demand for the same day. We also use 

the root square forecast error to detect non-random effects 

in the data. Depending on whether such effects are 

present, the increments with which a is changed is 

decided. To ensure the stability of the Holt-Winters 

procedure, upper and lower bounds (0.5 and 0.025 

respectively) are imposed on the value of a. We start with 

initial values of a = 0.2,0 = 0.05 and 7 = 0.1. Once the 

values of the smoothing constants are fixed, the 

individual components of the long term forecast are 

computed for all future arrival days. These individual 

components are then used to generate the final long term 

forecast. 

 

The initialization for the short term forecast comprises of 

determining the cancelation rates from the historical data. 

This is required since the actual cancelation rate for a 

given arrival day will be known only after the arrival day 

has passed. We assume that the cancelation rates do not 

change from year to year. The short term forecast uses the 

reservations held, cancelation rate and the turndowns to 

estimate the net demand. Each day, the number of 

reservations and turndowns are observed and these 

together with the cancelation rate are used in the 

generation of the short term forecast. 

 

The long term and short term forecasts generated are then 

each compared with the actual demand for the current 

day, and the current forecast mean square errors are 

calculated for each forecast. The forecast weights, which 

are given initial values during the long term forecast 

initialization, are updated based on these errors as given 

in equations 17 and 18. The weighted short term and long 

term forecasts are then summed up to give the final 

composite forecast. 

 

4. Simulation Results 
 

As discussed in Section 3.2, 58 weeks of data from an 

actual hotel property were used for initialization and 

simulation purposes. Data from the first 52 weeks are 

used for initialization of the forecast parameters, and data 

from the following 6 weeks are used in obtaining the 

reservation and cancelation request rates to simulate 

random reservation requests as well as cancelation 

requests. 

 

To see the effects of the long term and the short term 

forecasts for a particular arrival day distinctly, we should 

start forecasting the demand for that arrival day well in 

advance. Since the simulation period is only 6 weeks, we 

can expect to observe both components of the forecast for 

the last two weeks of the simulation period. We choose 

one weekday and one weekend day in the last week of the 

simulation period to test the forecast algorithm. This 

choice was made because the hotel property from which 

the data was obtained caters primarily to business 

travelers, and so different booking patterns can be 

expected depending on the day of the week. 

 

Figure 5 shows the actual buildup of reservations, the 

combined forecast and its components for a weekday 

(Test Day 1) in the last week of the simulation period. 

The forecast of demand for a particular arrival day is 

done every night prior to the arrival day. For this 

example, the forecast starts 38 nights before the arrival 

day. 

 

In Figure 5, the combined forecast and its two 

components give estimates of the demand upto one day 
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before the arrival day. The arrival day corresponds to the 

zero coordinate on the x-axis. The final forecasted values 

lie on the vertical line drawn at one day before the arrival 

day. The point at which the actual demand curve meets 

the y-axis gives the value of the number of reservations 

that showed up on the arrival day. 

 

As seen from the figure, the combined forecast follows 

the long term forecast closely when the arrival day is far 

from the day the forecast is made. The number of actual 

reservations initially is very small, and so the short term 

forecast does not give a very accurate estimate. As the 

arrival day approaches, the rate of reservation requests 

increases, and the short term forecast gives better  

 

 
estimates. The combined forecast, being a weighted sum 

of the two forecasts, lies in between the two estimates. 

Eventually, the combined forecast gives a satisfactory 

estimate of the final demand. 

 

 
Figure 5: Actual and Forecasted Unconstrained Demand 

for Test Day 1 

 

Figure 6 shows a similar graph for Test Day 2 in the last 

week of the simulation period. Similar to the previous 

case, the forecast for this arrival day starts 40 nights 

before the arrival day. 

 

The results obtained in the second test case are similar to 

those obtained in the first. The combined forecast follows 

the long term forecast initially, and as the arrival day 

approaches, it takes into account the effect of the short 

term forecast. We obtain a good estimate of the 

unconstrained room demand in this case as well. 

 
Figure 7 shows a similar plot for another day in the last 

week. In this case however, there is a large deviation of 

the forecasted value from the actual value. The reasons 

for this behavior of the forecast are discussed later in the 

section. The forecsat for this day started 36 nights prior to 

the arrival day. 

 

From the above results, we see that neither the long term 

nor the short term forecast can give a reasonable estimate 

of the demand individually, but a weighted sum appears 

to be effective in some cases. This should not be 

surprising, since the long term forecast gives an estimate 

on the basis of historical demand. The short term forecast, 

on the other hand, depend on actual reservations and 

turndowns and this makes the task of forecasting difficult 

when the arrival day is very far away from the processing 

day. This provides the motivation for the use of a long 

term - short term forecast methodology. 

 

Monte Carlo simulations have been used to compare the 

actual and forecasted demand. This was necessitated by the 

fact that the reservation and cancelation requests are 

generated randomly, and it is essential that we average over 

several realizations of these requests to obtain a realistic 

approximation to the reservation/cancelation process. In this 

paper, the actual and forecasted demand have been averaged 

over 100 runs for each arrival day. 

 

The mean absolute deviation (MAD) is used as a measure of 

performance of the forecast algorithm. This is calculated 

over the last 2 weeks of the simulation period. The mean 

absolute deviation is given by 

 

MAD — E 'actual demand — forecasted demand 

                 number of days 

 

A plot of the mean absolute deviation is shown in Figure 8. 

 

Another measure of performance is the mean absolute 

percentage error (MAPE). MAPE is computed by averaging 

the absolute error between the actual and forecasted demand 

expressed as a percentage of actual demand over time. 

Figure 9 shows a plot of the mean absolute percentage error. 
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Figure 9: Mean Absolute Percentage Error for final 2 weeks 

of simulation period 

 

reason for this is that the forecast is based entirely on a 

quantitative model and hard data. It does not take into 

account external/non-random effects which may have 

influenced the demand, but known to the hotel manager. 

Also, the algorithm is unable to distinguish nonrecurring 

events based only on historical data. This provides a good 

motivation for including human knowledge in the forecast 

procedure. 

 

5. Discussion and Future Research 
 

This paper discussed the Holt-Winters forecasting procedure 

and its application to forecasting hotel room demand. The 

paramaters of the Holt-Winters model are initialized using 

historical data obtained from an actual hotel. The Holt-

Winters forecast approach was used to compute the long 

term forecast of room demand. The short term forecast was 

computed based on actual booking activity. The final 

forecast is a weighted sum of the long term and the short 

term forecasts, and the forecast weights are decided by the 

mean square error between the forecasted and the actual 

values. Random reservation and cancelation requests are 

simulated using Poisson and binomial distributions, 

respectively. The parameters for the distributions were 

obtained using historical data. The simulations are carried 

out for a single rate class. Extending the algorithm for 

multiple rate classes is straightforward. 

 

A lot of the difficulties encountered in testing the algorithm 

were data related. Having 58 weeks of data is barely 

sufficient to initialize and test the forecast algorithm. Due to 

this, it is not possible to update the seasonal component and 

observe its effect. Additionally, it is possible that the data 

contained non-random effects (which may affect the 

demand) or unexplained crests or troughs in demand and this 

caused the algorithm to give erratic demand values on some 

occasions. 

 

There are several issues which are still to be addressed and 

accounted for in order to obtain a truly accurate forecast 

algorithm. One of the most important objectives of this 

project is to be able to incorporate expert knowledge into the 

system forecast. It has been observed that hotel managers are 

able to give very accurate forecasts within a period of 2-3 

weeks of the arrival day. This is because they are able to 

supplement their experience with their knowledge of events, 

demand patterns, etc. We seek to represent this knowledge 

into the forecast algorithm. The resulting algorithm is not 

intended to replace the hotel managers; instead it would take 

the expert knowledge as an input and combine it with a 

mathematical forecast to give the best possible forecast. 

 

The role of the forecast should also be seen in the proper 

perspective. As mentioned in the beginning of the paper, we 

feel that a good forecast will result in better inventory 

optimization and management. Thus, the objective is to be 

able to obtain a good forecast consistently for all future 

days, rather than having an exact prediction of the demand 

on some days. This logically takes us to the use of fuzzy 

logic in the forecast algorithm. These ideas are being 

investigated and they certainly present a new approach of 

tackling the problem. Work along this line of thought will be 

reported in a future paper. 
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