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Abstract: The World Wide Web has a giant amount of different forms of data and mining the data leads to knowledge discovery which 

is used in various fields. These discoveries need a proper way to be analysed for further use such as in machine learning, artificial 

intelligence etc. Clustering is a conventional method of analysing web data and giving best solutions by different evaluation methods. 

There are various clustering algorithms present but the accuracy and efficiency is what needed in analysis. In this paper, the 

comparisons of two of the major clustering algorithms i.e. k-means and Hierarchical algorithm is done and the best algorithm is shown 

through external evaluation method. 
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1. Introduction 
 

Web mining - is the application of data mining techniques 

to discover patterns from World Wide Web. Web mining 

can be divided into three different types – Web usage 

mining, Web content mining and Web structure 

mining. Web mining techniques could be used to solve 

the information overload problems above directly or 

indirectly. However, we do not claim that Web mining 

techniques are the only tools to solve those problems. 

Other techniques and works from different research areas, 

such as database (DB), information retrieval (IR), natural 

language processing (NLP), and the Web document 

community, could also be used. By the direct approach we 

mean that the application of the Web mining techniques 

directly addresses the above problems. For example, a 

Newsgroup agent that classifies whether the news is 

relevant to the user. By the indirect approach we mean 

that the Web mining techniques are used as a part of a 

bigger application that addresses the above problems. For 

example, Web mining techniques could be used to create 

index terms for the Web search services. The Web mining 

research is a converging research area from several 

research communities, such as database, IR, and AI 

research communities especially from machine learning 

and NLP. 

 

The Web’s size and its unstructured and dynamic content, 

as well as its multilingual nature, make the extraction of 

useful knowledge a challenging research problem. 

Furthermore, the Web generates a large amount of data in 

other formats that contain valuable information. For 

example, Web server logs’ information about user access 

patterns can be used for information personalization or 

improving Web page design. Machine learning techniques 

represent one possible approach to addressing the 

problem. 

 

Artificial intelligence and machine learning techniques 

have been applied in many important applications in both 

and data mining research has become a significant 

subfield in this area. Machine learning techniques also 

have been used in information retrieval (IR) and text 

mining applications. The various activities and efforts in 

this area are referred to as Web mining. The term Web 

mining was coined by Etzioni (1996) to denote the use of 

data mining techniques to automatically discover Web 

documents and services, extract information from Web 

resources, and uncover general patterns on the Web. Over 

the years, Web mining research has been extended to 

cover the use of data mining and similar techniques to 

discover resources, patterns, and knowledge from the Web 

and Web-related data (such as Web usage data or Web 

server logs). The classification is based on two aspects: 

the purpose and the data sources. Retrieval research 

focuses on retrieving relevant, existing data or documents 

from a large database or document repository, while 

mining research focuses on discovering new information 

or knowledge in the data. For example, data retrieval 

techniques are mainly concerned with improving the 

speed of retrieving data from a database, whereas data 

mining techniques analyse the data and try to identify 

interesting patterns. It should be noted, however, that the 

distinction between information retrieval and text mining 

is not clear. Many applications, such as text classification 

and text clustering, are often considered both information 

retrieval and text mining. In fact, almost all text mining 

techniques have been investigated by the information 

retrieval community, notably the Text Retrieval 

Conference (TREC). Because information retrieval 

research has the primary goals of indexing and searching, 

we consider areas such as document clustering to be an 

instance of text mining techniques that is also part of the 

retrieval process. Similarly, Web retrieval and Web 

mining share many similarities. Web document clustering 

has been studied both in the context of Web retrieval and 

of Web mining. On the other hand, however, Web mining 

is not simply the application of information Web Mining: 

Machine Learning for Web Applications Purpose Finding 

new patterns or knowledge previously Unknown. A 

classification of retrieval and mining techniques and 

applications Data Mining Text Mining Web Mining Data 

information sources I Any data 1 Textual data 1 

Retrieving known data or documents efficiently and Data 

Retrieval effectively Web Retrieval Information Retrieval 

and text mining techniques to Web pages; it also involves 

nontextual data such as Web server logs and other 

transaction-based data. From this point of view, Web 

retrieval and Web mining are considered overlapping 

areas, in which the main criterion for classification is the 

specific purpose of the application. 
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Figure 1: Architecture Diagram of Web mining 

 

2. Clustering Analysis  
 

Clustering is the task of grouping a set of objects in such 

a way that objects in the same group (called cluster) are 

more similar (in some sense or another) to each other than 

to those in other groups (clusters). It is a main task of 

exploratory data mining, and a common technique for 

statistical data analysis used in many fields, including 

machine learning, pattern recognition, image analysis, 

information retrieval, and bioinformatics A. Types of 

Clustering Cluster: It is said to be “Collection of data 

objects”. Where the two types of similarities of 

clustering’s are: • Intraclass similarity - Objects are similar 

to objects in same cluster • Interclass dissimilarity - 

Objects are dissimilar to objects in other clusters B. 

Methods of Clustering • Partitioning methods • 

Hierarchical methods •Density-based methods • Grid-

based methods • Model-based method. 

 

2.1 Hierarchical Methods Connectivity based clustering, 

also known as hierarchical clustering, is based on the core 

idea of objects being more related to nearby objects than 

to objects farther away. As such, these algorithms connect 

"objects" to form "clusters" based on their distance. A 

cluster can be described largely by the maximum distance 

needed to connect parts of the cluster. At different 

distances, different clusters will form, which can be 

represented using a dendogram, which explains where the 

common name "hierarchical clustering" comes from: these 

algorithms do not provide a single partitioning of the data 

set, but instead provide an extensive hierarchy of clusters 

that merge with each other at certain distances. • 

Hierarchical Agglomerative Methods The hierarchical 

agglomerative clustering methods are most commonly 

used. The construction of a hierarchical agglomerative 

classification can be achieved by the following general 

algorithm. Find the 2 closest objects and merge them in a 

cluster. 

 

Find and merge the next two closest points, where a point 

is either an individual object or a cluster of objects. If 

more than one cluster remains, return to step 2. 

 

• Agglomerative approach • Divisive approach Individual 

methods are characterized by the definition used for 

identification of the closest pair of points, and by the 

Clustering and its Applications means used to describe the 

new cluster when two clusters are merged. 

 

 
Figure 1.1: Flow diagram of h 

 

2.2K-means Algorithm 
 

K-Means algorithm is a type of partitioning method Group 

instances based on attributes into k groups High intra-

cluster similarity; Low inter-cluster similarity Cluster 

similarity is measured in regards to the mean value of 

objects in the cluster. • First, select K random instances 

from the data – initial cluster centres • Second, each 

instance is assigned to its closest (most similar) cluster 

center • Third, each cluster center is updated to the mean 

of its constituent instances • Repeat steps two and three till 

there is no further change in assignment of instances to 

clusters. 

 

• K-Means Algorithm Properties 

 

 There are always K clusters. 

 There is always at least one item in each cluster 

 The clusters are non-hierarchical and they do not 

overlap.  

 

Every member of a cluster is closer to its cluster than any 

other cluster because closeness does not always involve 

the 'center' of clusters. 

 

• The K-Means Algorithm Process  

 

The dataset is partitioned into K clusters and the data 

points are randomly assigned to the clusters resulting in 

clusters that have roughly the same number of data points. 

For each data point: 

 

Calculate the distance from the data point to each cluster. 

 

If the data point is closest to its own cluster, leave it where 

it is. If the data point is not closest to its own cluster, 

move it into the closest cluster. 

 

Repeat the above step until a complete pass through all the 

data points’ results in no data point moving from one 
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cluster to another. At this point the clusters are stable and 

the clustering process ends.  

 

• The choice of initial partition can greatly affect the final 

clusters that result, in terms of inter-cluster and 

intracluster distances and cohesion. 

 

 
Figure 1.2: Flow Chart of k-means algorithm 

 

3. Proposed Methodology 
 

In the proposed work the K-means clustering is performed 

on the dataset and the clusters are obtained. Next the 

hierarchical clustering is performed to obtain the desired 

number of clusters and in both the algorithms distance 

functions such as Euclidean and Manhattan are used to 

calculate the distance of the obtained observations. In 

cluster analysis, the common approach is to apply the F1-

Measure to the precision and recall of pairs, often referred 

to as "pair counting f-measure”. 

 

Pair-counting has the nice property that it doesn't directly 

compare clusters, so the result is well defined when one 

result has m cluster, the other has n clusters. However, 

pair counting needs strict partitions. When elements are 

not clustered or assigned to more than one cluster, the 

pair-counting measures can easily go out of the range 0-1. 

 

The experiment is carried by evaluation of the famous 

Fisher’s Iris dataset by using two clustering algorithms- k-

means and hierarchical clustering. In Data clustering (a 

sub field of Data Mining), k-means and hierarchical based 

clustering algorithms are popular due to its excellent 

performance in clustering of large data sets. This paper 

presents two different comparative studies which includes 

algorithms like k-means and hierarchical clustering and 

analysing the best one. 

 

The foremost objective of this paper is to divide the data 

objects into k number of different homogeneity and each 

cluster should be heterogeneous to each other. However 

both the algorithms are not free with errors. The first half 

experiment is about the clustering analysis with both k-

means and Hierarchical algorithm and the second half is 

about the comparisons between them through external 

evaluation methods. 

 

3.1 Implementation of Algorithms 

 

Kmeans algorithm 

 

Kmeans is probably the most widely used clustering 

technique. It belongs to the class of iterative centroid 

based divisive clustering algorithm. It is different from 

hierarchical clustering in that it requires the number of 

clusters, k, to be determined in advance. 

 

Algorithm Description 

 

Kmeans is an algorithm for partition (or cluster) N data 

points into K disjoint subsets containing data points so as 

to minimize the sum-of-squares criterion: 

 

Where J =  

 
 

Where J is a vector representing the nth data point and is 

the geometric centroid of the data points in. 

 

 Arbitrarily make any partition and clustering the data 

points into k clusters. 

 Compute the centroid of each cluster based on all the 

data points within that cluster. 

 If a data point is not in the cluster with the closest 

centroid, switch that data point to that cluster. 

 Repeat steps 2 and 3 until convergence is achieved. By 

then each cluster is stable and no switch of data point 

arises. 

 

Distance Functions in kmeans 

 

Euclidean distance function 

 

Algorithm 

 

In mathematics the Euclidean distance or Euclidean metric 

is the “general” distance between two points that one 

would measure with a dimension, and is given by the 

Pythagoras formula. By using this formula as distance, 

Euclidean space becomes a metric space. 

 

Euclidean distance is 

D (i, j) = 

 

Where i = and j = 

 two n dimension object. 

 

Manhattan Distance Formula 
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The function of the Manhattan distance enumerate the 

distance that can be travelled to get from one data point to 

another if a network path as follows. The Manhattan 

distance between two elements is the sum of the 

differences of the corresponding components. 

 

D(i,j) = 

 

Where i =  and j = 

 two n dimension object. 

 

Hierarchical clustering 

 

These methods build clusters by recursively portioning the 

case, either in a top-down or bottom-up. These methods 

can be divided as follows: 

 

 Agglomerative hierarchical clustering – each object 

initially represents a cluster of its own. Then cluster are 

successively merged until the desired cluster structure is 

obtained. 

 Divisive hierarchical clustering – All objects initially 

belong to one cluster then the group is divided into 

subgroups, divided successively into their own 

subgroups. This process continues until the desired 

cluster structure is obtained. 

 

Manhattan distance function: 

 

Compute the distance that probable travelled to get from 

one data point to the further if a grid-like path is followed. 

The Manhattan distance between two elements is the sum 

of the differences of the corresponding components. 

 

This distance between a point X= and a point 

Y=  

 is: 

d =  

 

Where n is the number of variables, and Xi and Yi are the 

values of the variable, a points X and Y respectively. 

 

F-measure function 

 

The F-measure can be used to balance the contribution of 

false negatives by weighting recall through a parameter 

{\displaystyle \beta \geq 0} . Let precision 

and recall (both external evaluation measures in 

themselves) be defined as follows: 

 

 

is precision rate and {\displaystyle R}  is recall 

rate. We can calculate the F-measure by using the 

following formula: 

 
 

The k-means and hierarchical algorithms are written in R 

on RStudio version 1.0.143. All the experiments were run 

on 2.19 GHz Intel Core™ i5 with 4 GB RAM and running 

Windows 8.1. 

 

4. DataSet Used 
 

The Iris flower data set or Fisher's Iris data set is a 

multivariate data set introduced by the British statistician 

and biologist Ronald Fisher in his 1936 paper the use of 

multiple measurements in taxonomic problems as an 

example of linear discriminant analysis. It is sometimes 

called Anderson's Iris data set because Edgar Anderson 

collected the data to quantify the morphologic variation of 

Iris flowers of three related species. Two of the three 

species were collected in the Gaspe Peninsula "all from 

the same pasture, and picked on the same day and 

measured at the same time by the same person with the 

same apparatus". 

 

The data set consists of 50 samples from each of three 

species of Iris (Iris setose, Iris virginica and Iris 

versicolor). Four features were measured from each 

sample: the length and the width of the sepals and petals, 

in centimetres. Based on the combination of these four 

features, Fisher developed a linear discriminant model to 

distinguish the species from each other. 

 

Based on Fisher's linear discriminant model, this data set 

became a typical test case for many statistical 

classification techniques in machine learning such as 

support vector machines. 

 

The use of this data set in cluster analysis however is not 

common, since the data set only contains two clusters with 

rather obvious separation. One of the clusters contains Iris 

setosa, while the other cluster contains both Iris virginica 

and Iris versicolor and is not separable without the species 

information Fisher used. This makes the data set a good 

example to explain the difference between supervised and 

unsupervised techniques in data mining: Fisher's linear 

discriminant model can only be obtained when the object 

species are known: class labels and clusters are not 

necessarily the same. 

 

4.1 Experimental Results 

 

Kmeans clustering analysis results 

 

 

 
 

R P 
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The above table shows that Iris setosa’s 50 species resides 

in cluster 1. 

 

48 of versicolor species resides in cluster 3. 

36 of the virginica species reside in cluster 2. 

 

 
Figure 5: Scatter plot between Petal.Width and 

Petal.Length 

 

The scatter plot suggests that cluster 1 intercluster distance 

from cluster 2 and 3 is greater and 2 and 3 have lower 

intercluster. This means that cluster 1 is well separated. 

 

Hierarchical clustering results 

 

 
Figure 5.1: The cluster Dendogram 

 

 
 

The above table shows the cluster membership of 

member.a and member.c 

 

Cluster aggregate 

 

 

 

Table 1: Cluster aggregate 
Group V1 V2 V3 V4 

1 
-

0.9987207 
0.9032290 

-

1.29875725 

-

1.25214931 

2 
-

0.3995253 

-

1.3551557 
0.06155712 

-

0.03738991 

3 0.7600769 
-

0.1523959 
0.80729525 0.80847629 

 

The above table shows the cluster aggregate results. 

 

Silhouette Plot 

 

 
Figure 5.2: The silhouette plot 

 

The Silhouette plot representation shows how much the 

clusters are closer to each other. If Si value is high the 

clusters are closer to each other else not. 

 

Fmeasure Function results 

 

After performing both the clustering analysis, the 

fmeasure function is applied which calculates the 

precision, recall and overall f-measure of the particular 

algorithm. 

 

The overall f measure given by Hierarchical algorithm is 

1. 
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The overall f measure given by kmeans algorithm is 

0.7951807 

 

 
 

The overall fmeasure if 1 is considered to be the best. So, 

the comparative results show that Hierarchical clustering 

gives the best results. 

 

5. Error Comparison Analysis 
 

The error comparison analysis of both K-means and 

Hierarchical Clustering algorithm- 

 

Table 1.2: Result table of Hierarchical Clustering 

Algorithm 
Hierarchical Clustering 

Algorithm 
Clustering Error (%) 

Euclidean Distance 

Function 
34 

Manhattan Distance 

Function 
32 

 

Table 1.3: Result table of Hierarchical Clustering 

Algorithm 

K- means Clustering 

Algorithm 

Clustering Error 

(%) 

Euclidean Distance 

Function 
11.3330 

Manhattan Distance 

Function 
10.6777 

 

6. Conclusion 
 

In this experiment, the problem was to predict best 

clustering algorithms by comparing various clustering 

techniques. The first half is based on clustering analysis 

and presenting the nature of clusters through various 

methods. The second half is based on comparisons of both 

algorithms. 

 

Performances of these clustering methods are measured by 

the percentage of the incorrectly classified data instances 

and fmeasure function. If the overall fmeasure is 1, then 

the clustering algorithm is considered as the best 

algorithm. 

 

Clustering has various other applications in different fields 

such as image processing etc. Data clustering is a data 

exploration method that allows objects with same 

characteristics to be grouped together in order to facilitate 

their further processing. Data clustering has various 

engineering application such as the recognition of part 

families for cellular procedure. The k-means clustering 

algorithm is one of the most accepted data clustering 

algorithms. It requires the number of cluster in the data to 

be pre-specified. Searching suitable number of clusters for 

a given data set is normally a trial-and-error process made 

more difficult by the subjective nature of deciding what 

constitutes correct clustering. 
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