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Abstract:  Let G be a (𝒑,𝒒) graph and 𝒇: 𝑽(𝑮) → {𝟏, 𝟐, 𝟑, … . . 𝒑 + 𝒒} be an injection.  For each edge 𝒆 = 𝒖𝒗,            let  𝒇*(e) = 
𝒇 𝒖 + 𝒇(𝒗)

𝟐
  if 𝒇(𝒖) + 𝒇(𝒗) is even and 𝒇*(e) = 

𝒇 𝒖 + 𝒇 𝒗  + 𝟏

𝟐
  if 𝒇(𝒖)  + 𝒇(𝒗) is odd, then f is called super mean labeling if 𝒇(𝑽) ∪

{𝒇*(𝒆): 𝒆 ∈  𝑬(𝑮) = {𝟏, 𝟐, 𝟑,… . . 𝒑 + 𝒒}.  A graph that admits a super mean labeling is called super mean graph. Let G be a (𝒑, 𝒒) graph 

and 𝒇: 𝑽 𝑮 → {𝒌,𝒌 + 𝟏, 𝒌 + 𝟐, . . 𝒑 + 𝒒 +  𝒌 −  𝟏} be an injection.  For each edge 𝒆 = 𝒖𝒗, let 𝒇*(𝒆) = 
𝒇 𝒖 + 𝒇(𝒗)

𝟐
  if 𝒇(𝒖) + 𝒇(𝒗) is even 

and 𝒇*(e) = 
𝒇 𝒖 + 𝒇 𝒗  + 𝟏

𝟐
  if 𝒇(𝒖) + 𝒇(𝒗) is odd, then f is called k - super mean labeling if 𝒇(𝑽) ∪ {𝒇*(𝒆): 𝒆 ∈  𝑬(𝑮)} =  { 𝒌,𝒌 + 𝟏, 𝒌 +

𝟐, … . .𝒑 + 𝒒 + 𝒌 − 𝟏}.  A graph that admits a k - super mean labeling is called k - super mean graph.  In this paper, we investigate k-

super mean labeling of  Ln ⊙ K1, S(𝑇𝑛 ), S(𝑇𝑛   ʘ 𝑘1), (𝑃𝑛 :𝐶4), [𝑃𝑛 :𝐶6
2]. 
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2] 

 

1. Introduction 
 

All graphs in this paper are finite, simple and undirected.  

Terms not defined here are used in the sense of  Harary [1].  

The symbols V(G) and E(G) will denote the vertex set and 

edge set of a graph G.  In this paper, we investigate k-super 

mean graphs of  

 

Ln ⊙ K1, S(𝑇𝑛 ), S(𝑇𝑛   ʘ 𝑘1), (𝑃𝑛 :𝐶4), [𝑃𝑛 :𝐶6
2]. 

 

Definition 1.1: 
 

Let G be a (p, q) graph and            

f: V(G) → {1, 2, 3, … . . p + q} be an injection.  For each edge 

e = uv,  let f*(e) = 
f u + f(v)

2
  if f(u) + f(v) is even and f*(e) 

= 
f u + f v  + 1

2
  if f(u) + f(v) is odd, then f is called super 

mean labeling if             f v U{f*(e): e ∈  E(G) =
{1, 2, 3, … . . p + q}.  A graph that admits a super mean 

labeling is called super mean graph. 

 

Definition 1.2: 

Let G be a  p, q  graph and 

 f ∶  V G → { k, k + 1, k + 2, . . p + q + k −  1} be an 

injection.  For each edge e = uv, let  

f*(e) = 
f u + f(v)

2
  if f(u) + f(v) is even and            f*(e) = 

f u + f v  + 1

2
  if f(u) + f(v) is odd, then f is calledk - super 

mean labeling if  

f(V) U {f*(e):e ϵ E(G)}={k,k+1,…,p+q+k-1}.           A 

graph that admits a k - super mean labeling is called k - 

super mean graph. 

 

Definition  1.3: 

 A  ladder graph is a product of  P2 × Pn  . 

 

Definition  1.4: 

A triangular snake (Tn) is obtained from a path by 

identifying  each edge of the path with an edge of the cycle 

Ϲ3. 

 

 

Definition 1.5 

If G is a graph, then S (G) is a graph by subdividing each 

edge of G by a vertex. 

 

Definition 1.6 

The graph G = (𝑷𝒏:𝑪𝟒) is obtained from a path Pn by fusing 

one edge of one cycle C4 at each vertices of the Pn denoted 

by (𝑷𝒏:𝑪𝟒).  

 

Definition 1.7:   

The graph G = [𝑷𝒏:𝑪𝟔
𝟐] is obtained from a path Pn by fusing 

one vertex of two cycle C6 at each vertices of the Pn denoted 

by [𝑃𝑛 :𝐶6
2]. 

 

2. Main Results  
 

Theorem 2.1: 

Lnʘk1 is a k – Super mean labeling graph for all 𝑛 ≥ 2.  
 

Proof: 

Let  V( Lnʘk1 ) = { ui , vi  : 1≤ i ≤ 𝑛} U  

{ wi , xi : 1≤ i ≤ 𝑛}and                                                                             

E( Lnʘk1 ) = {ai : ( wi, vi ) : 1≤ i ≤ 𝑛} U  

{bi : ( vi, ui ) : 1≤ i ≤ 𝑛} U{ci : ( ui, xi ) : 1≤ i ≤ 𝑛} U {di : ( 

ui, ui+1 ) : 1≤ i ≤ 𝑛 − 1}U 

{ei : (vi, vi+1 ) : 1≤ i ≤ 𝑛 − 1} 

be  the  vertices and edges of  Lnʘk1  respectively. 

First we label the vertices of Lnʘk1 as follows. 

 𝑓 (𝑤𝑖) =   𝑘 ;  𝑖 = 1 

                 𝑘 + 9𝑖 − 10 ;  2 ≤ 𝑖 ≤ 𝑛 

𝑓 (𝑣𝑖) =  𝑘 +  9𝑖 − 7 ; 1 ≤  𝑖 ≤ 𝑛 

𝑓 (𝑢𝑖)  =  𝑘 +  9𝑖 − 5 ; 1 ≤ 𝑖 ≤ 𝑛 

𝑓 (𝑥𝑖)  =  𝑘 +  9𝑖 − 3 ;  1 ≤ 𝑖 ≤ 𝑛. 

Clearly, 

 f V ∪ {f ∗ e : e ∈ E(G) = {k, k + 1, … , k + 9n − 3}. 

 

It can be verified that f is a k-Super mean labeling. 

 

Hence, f is a k – Super mean labeling and hence Lnʘk1  is a 

k – Super mean graph. 
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Example 2.1: 

20 – super mean labeling of  L5ʘk1 is shown in figure 2.1 

 

 
                  Figure 2.1: 20 – SML of L5ʘk1      

 

Theorem 2.2: 

S(Tn)  is a k – Super mean labeling graph for all 𝑛 ≥ 2. 
 

Proof: 

Let S(Tn ) be the graph obtained by subdividing all the 

edges. 

Let  V(S(Tn)) = {wi : 1≤ i ≤ 𝑛} U  

{ui , vi, xi, yi : 1≤ i ≤ 𝑛 − 1} and 

E(S(Tn )) = {ai : (ui, vi) : 1≤ i ≤ 𝑛 − 1} U     

{bi : (ui, xi) : 1≤ i ≤ 𝑛 − 1} U  

{ci : (vi, wi) : 1≤ i ≤ 𝑛 − 1} U  

{di : (xi, wi+1) : 1≤ i ≤ 𝑛 − 1} U 

{ei : (wi, yi) : 1≤ i ≤ 𝑛 − 1}U  

{ei′ : (yi, wi+1) : 1≤ i ≤ 𝑛 − 1} 

be the vertices and edges of  S(Tn )respectively. 

 

First we label the vertices of  Tn  as follows. 

 
Now  the  induced edge labels are as follows: 

 

 
Here p = 5n-4 , q = 6n-6 , p+q = 11n-10. 

Clearly,  

 f V ∪ {f ∗ e : e ∈ E G  

                                       = {k, k + 1, … , k + 11n − 11}. 

Hence , f  is a k – Super mean labeling and hence S(Tn ) is a 

k – Super  mean graph. 

 

Example 2.2: 

346 -  Super  mean  labeling  of  S(T4 ) is  shown  in  figure 

2.2         

                                                           
                 Figure 2.2: 346 – SML of T4   

 

Theorem 2.3: 

The graph S(Tn ʘ k1) is a k – Super mean labeling graph for 

all 𝑛 ≥ 2. 

 

Proof: 

Let V(S(Tn ʘ k1) ) = {ui , ui′ , vi : 1≤ i ≤ 𝑛 + 1} U 

                      {vi′ , wi , wi ′, xi , yi , zi : 1≤ i ≤ 𝑛} and  

E(S(Tn ʘ k1)) = {ai : (vi′,wi): 1≤ i ≤ 𝑛} U 

                          {ai′ : (wi, zi) : 1≤ i ≤ 𝑛} U 

                          {bi : (vi, vi′) : 1≤ i ≤ 𝑛} U 

                          {bi′ : (zi, vi+1) : 1≤ i ≤ 𝑛} U 

                          {ci : (vi, yi) : 1≤ i ≤ 𝑛} U 

                          {ci′ : (yi, vi+1) : 1≤ i ≤ 𝑛} U 

                          {di: (vi, ui′):1≤ i ≤ 𝑛 + 1}U 

                          {di′: (ui′,ui) :1≤ i ≤ 𝑛 + 1}U 

                          {ei : (xi ,wi′) : 1≤ i ≤  𝑛} U 

                          {ei′ : (wi′, wi) : 1≤ i ≤ 𝑛}. 

be the vertices and edges of  S(Tn ʘ k1) respectively. 

First  we  label  the  vertices  of  S(Tn ʘ k1)   as  follows. 

 
𝑓 (𝑣𝑖) =  𝑘 + 19𝑖 − 15;  1 ≤ 𝑖 ≤ 𝑛 + 1 
𝑓 (𝑣𝑖

′ ) =  𝑘 + 19𝑖 − 13; 1 ≤ 𝑖 ≤  𝑛 

𝑓 (𝑤𝑖) =  𝑘 + 19𝑖 − 9;  1 ≤ 𝑖 ≤ 𝑛 

𝑓 (𝑤𝑖
′) =  𝑘 + 19𝑖 − 7;  1 ≤ 𝑖 ≤ 𝑛 

𝑓 (𝑥𝑖) =  𝑘 + 19𝑖 − 5;  1 ≤ 𝑖 ≤ 𝑛 

𝑓 (𝑦𝑖) =  𝑘 + 19𝑖 − 10;  1 ≤ 𝑖 ≤ 𝑛 

𝑓 (𝑧𝑖) =  𝑘 + 19𝑖 + 1;  1 ≤ 𝑖 ≤ 𝑛. 
Now  the  induced  edge  labels  are  as  follows: 

𝑓∗(𝑎𝑖) =  𝑘 + 19𝑖 – 11; 1 ≤  𝑖 ≤ 𝑛 
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𝑓∗ 𝑎𝑖
′ =  𝑘 + 19𝑖 – 4;  1 ≤ 𝑖 ≤ 𝑛 

𝑓∗(𝑏𝑖) =  𝑘 + 19𝑖 − 14; 1 ≤  𝑖 ≤ 𝑛 

𝑓∗(𝑏𝑖
′) =  𝑘 + 19𝑖 + 3;  1 ≤ 𝑖 ≤ 𝑛 

𝑓∗(𝑐𝑖) =  𝑘 + 19𝑖 – 12;  1 ≤ 𝑖 ≤ 𝑛 

𝑓∗(𝑐𝑖
′) =  𝑘 + 19𝑖 – 3;  1 ≤ 𝑖 ≤  𝑛 

 

 
𝑓∗ 𝑒𝑖 =  𝑘 + 19𝑖 – 6;  1 ≤  𝑖 ≤ 𝑛 

𝑓∗ 𝑒𝑖
′ =  𝑘 + 19𝑖 – 8;  1 ≤ 𝑖 ≤ 𝑛. 

Here  p =  9n + 3, q = 10n +2,  p+q = 19n + 5 

Clearly, 

  𝑓(𝑣) 𝑈 {𝑓 ∗ (𝑒) ∶  𝑒 ∈   𝐸(𝐺) 

      =  {𝑘, 𝑘 + 1, …  , 𝑘 + 19𝑛 +  4} 

So, S(Tn ʘ k1)   is  a  k – Super  mean  graph. 

                                                                                                                     

Example 2.3: 

1073 – Super mean labeling of  S(T3 ʘ k1)  is shown in 

figure 2.3 

 
 

          Figure 2.3: 1073 – SML of S(T3 ʘ k1)     

          

 Theorem 2.4: 

The graph (Pn: C4) is a k – Super mean labeling graph for all 

𝑛 ≥ 2. 

 

Proof: 

Let  V((Pn : C4)) = {ui, vi, wi, xi, yi ; 1≤ i ≤ 𝑛} and 

E((Pn : C4)) = {ai = (ui, vi) ; 1≤ i ≤ 𝑛} U                

                       {bi = (ui, wi) ; 1≤ i ≤ 𝑛} U 

                       {ci = (vi, xi) ; 1≤ i ≤ 𝑛} U 

                       {di = (wi, xi) ; 1≤ i ≤ 𝑛} U 

                       {ei = (xi, yi) ; 1≤ i ≤ 𝑛} U 

                       {ei′= (yi, yi+1) ; 1≤ i ≤ 𝑛 − 1} 

be the vertices and edges of  (Pn: C4) respectively. 

 

 

 

 

 

First we label the vertices of (Pn : C4) as follows.   

 

 
Now the induced edge labels are as follows: 

 
Here  p = 5n , q = 6n-1 , p+q = 11n-1 

 

Clearly, 

f V ∪ {f ∗ e : e ∈ E(G) 

                             = {k, k + 1, … , k + 11n − 2}. 

Hence , f  is a k – Super mean labeling and hence  (Pn : C4) 

is a k – Super  mean graph. 

 

Example 2.4: 

567 – Super mean labeling of (P4 : C4)  is shown in figure 

2.4 

 
 

          Figure 2.4: 567 – SML of  (P4 : C4) 

 

Theorem 2.5: 

The graph [𝑷𝒏:𝑪𝟔
𝟐]  is a k – Super mean labeling graph for 

all 𝑛 ≥ 2. 
 

Proof: 

Let V([𝑃𝑛 :𝐶6
2]) = {ui, vi, wi, xi, yi ,zi ; 1≤ i ≤ 𝑛} U 

                              {ui′, vi′, wi′, yi′, zi′ ; 1≤ i ≤ 𝑛} and 

E([𝑃𝑛 :𝐶6
2]) = {ai = (ui, vi) ; 1≤ i ≤ 𝑛} U 

                     {ai′ = (ui, vi′) ; 1≤ i ≤ 𝑛} U 

                     {bi = (vi, wi) ; 1≤ i ≤ 𝑛} U 

                     {bi′ = (vi′, wi′) ; 1≤ i ≤ 𝑛} U 

                     {ci = (wi, xi) ; 1≤ i ≤ 𝑛} U 
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                     {ci′ = (wi′, xi) ; 1≤ i ≤ 𝑛} U 

                     {di = (xi, yi) ; 1≤ i ≤ 𝑛} U 

                     {di′ = (xi, yi′) ; 1≤ i ≤ 𝑛} U 

                     {ei = (yi, zi) ; 1≤ i ≤ 𝑛} U 

                     {ei′ = (yi′, zi′) ; 1≤ i ≤ 𝑛} U 

                     {ei′′= (zi, ui′) ; 1≤ i ≤  𝑛} U 

                     {ei′′′= (ui′, zi′) ; 1≤ i ≤ 𝑛} U 

                     {𝑒𝑖
′𝑣  = (xi, xi+1) ; 1≤ i ≤ 𝑛 − 1}  

be the vertices and edges of [𝑃𝑛 :𝐶6
2] respectively.   

First we label the vertices of [𝑃𝑛 :𝐶6
2] as follows.   

𝑓(𝑢𝑖) =  𝑘 + 24𝑖 − 22;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑣𝑖) =  𝑘 + 24𝑖 – 24;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑣𝑖 ′) =  𝑘 + 24𝑖 – 19;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑤𝑖) =  𝑘 + 24𝑖 – 18;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑤𝑖 ′) =  𝑘 + 24𝑖 – 16;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑥𝑖) =  𝑘 + 24𝑖 – 13;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑦𝑖) =  𝑘 + 24𝑖 – 11; 1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑦𝑖 ′) =  𝑘 + 24𝑖 – 7;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑧𝑖) =  𝑘 + 24𝑖 – 8;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑧𝑖 ′) =  𝑘 + 24𝑖 – 2;  1 ≤ 𝑖 ≤ 𝑛 

𝑓(𝑢𝑖 ′) =  𝑘 + 24𝑖– 5;  1 ≤ 𝑖 ≤ 𝑛. 

Now the induced edge labels are as follows: 

𝑓∗(𝑎𝑖) =  𝑘 + 24𝑖 – 23;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑎𝑖 ′) =  𝑘 + 24𝑖 – 20;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑏𝑖) =  𝑘 + 24𝑖 – 21;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑏𝑖 ′) =  𝑘 + 24𝑖 – 17;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑐𝑖) =  𝑘 + 24𝑖 – 15;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑐𝑖 ′) =  𝑘 + 24𝑖 – 14;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑑𝑖) =  𝑘 + 24𝑖 – 12;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑑𝑖 ′) =  𝑘 + 24𝑖 – 10;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑒𝑖) =  𝑘 + 24𝑖 – 9, 1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑒𝑖 ′) =  𝑘 + 24𝑖 –  4;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑒𝑖 ′′) =  𝑘 + 24𝑖 –  6;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑒𝑖 ′′′) =  𝑘 + 24𝑖 – 3;  1 ≤ 𝑖 ≤  𝑛 

𝑓∗(𝑒𝑖
′𝑣) =  𝑘 + 24𝑖 – 1;  1 ≤ 𝑖 ≤  𝑛 − 1 

Here  p = 11n , q = 13n-1 , p+q  = 24n-1. 

Clearly , 

  f V ∪ {f ∗ e : e ∈ E(G) 

                                 = {k, k + 1, … , k + 24n − 2}. 

 

Hence, f is a k – Super mean labeling and hence [𝑃𝑛 :𝐶6
2] is a 

k – Super mean graph. 

 

Example 2.5: 

1 – Super  mean  labeling  of  [𝑃3:𝐶6
2] is  shown  in  figure 

2.5 

 

 
                Figure 2.5: 1 – SML of  [P3 : 𝐶6

2] 
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