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Abstract: The work is to reviewed and analyzed different sentiment analysis and opinion mining techniques. This is based on data 

mining and information retrieval for product reviews and also additional information. Online purchasing creates new trademark for 

getting the rich and valuable feedback for owner and customer. But the available feedback or the reviews on net is in disorganized 

manner that makes difficulty to the customers for gaining proper knowledge. The main aim is to predict the proper aspects within 

reviews which is in the form of text and images to know the exact quality of product. E-commerce have large amount of dataset of their 

onsite reviews. The product reviews are generated daily in large amount of text. Firstly the aspects to be find out in the reviews and then 

sentiment analysis is to be done. This is done by using machine learning approach i.e., supervised and unsupervised learning. It is the 

easy way to find out the ratings about the particular product among all the users reviews. The proposed system is best because of the 

rating prediction is based on the text corpuses and the result comes in star rating format. The aspect wise product searching is also 

possible that makes users easy accessibility. 
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1. Introduction 
 

The graph of using the e-commerce applications is 

tremendously high. The user generated information (reviews) 

on the web like social media, shopping sites, blogs are 

necessary while purchase decision making. Now a days the 

world wants to purchase online because of easy access and 

need less time. The best option to know the quality of 

product by the customers is to take the feedback from them 

after purchasing. This is the easy way to know about product 

at the time of purchasing. This feedback is not only useful for 

the customers but also to the industries which going to 

develop their upcoming projects (products). This will 

improve the company’s product enhancement as per the 

requirement of the customers in the world and get the 

opportunities to do best in customer’s point of view. This is 

the aim that why we use sentiment analysis on product 

reviews for the rating prediction system. In sentiment 

analysis, firstly recognize the product features or the aspects 

that has been posted on reviews and classify them as a 

positive, negative and neutral format. This is difficult 

because there are huge amount of reviews daily updated on to 

the sites. So each aspects is taken as a input to the POS(part 

of speech) Tagger. All the reviews are in the textual format 

that should be stored in dataset. This project is useful for the 

company for the upcoming products.  

 

The proposed rating prediction system is done on the basis of 

text reviews and images as additional information on that 

reviews. The rating prediction is done by the use of machine 

learning approach i.e., supervised learning and unsupervised 

learning. Supervised learning is used for the reviews which 

are known i.e., which are stored in dataset after POS. Mainly 

when the pre-known information is not available 

unsupervised learning is used to find out aspect categories. In 

sentiment analysis the sentiment classification of the text 

reviews towards the aspects is done by using aspect based 

sentiment analysis with co-occurrence data. The rating 

prediction system uses the spreading activation algorithm to 

find out the aspects and the categories to rate the final rating 

of that particular product. Hence this system improves the 

quality of ventures and satisfies the purchaser’s requirements. 

 

2. Review of Literature 
 

In [2]a recommendation model is proposed by mining 

sentiment information from social users reviews. They fuse 

user sentiment similarity, interpersonal sentiment influence, 

and item reputation similarity into a unied matrix 

factorization framework to achieve the rating prediction task. 

In particular, we use social user’s sentiment to denote user 

preferences. Besides, we build a new relationship named 

interpersonal sentiment influence between the user and 

friends, which reacts how users friends influence users in a 

sentimental angle. In [3]Sentiment analysis is a sub-domain 

of opinion mining where the analysis is focused on the 

extraction of emotions and opinions of the people towards a 

particular topic from a structured, semi structured or 

unstructured textual data. To focus our task of sentiment 

analysis on IMDB movie review database. To examine the 

sentiment expression to classify the polarity of the movie 

review on a scale of 0(highly disliked) to 4(highly liked) and 

perform feature extraction and ranking and use these features 

to train our multi label classifier to classify the movie review 

into its correct label. In [4] The of sentiment analysis, in 

which sentiment is gathered, analyzed, and aggregated from 

text, has seen a lot of attention in the last few years. The 

corresponding growth has resulted in the emergence of 

various subareas, each addressing a different level of analysis 

or research question. This survey focuses on aspect-level 

sentiment analysis, where the goal is to aggregate sentiment 

on entities mentioned within documents or aspects of them. 

In [5] The field of feature identification, in which there are 

two types of data is available for extraction i.e., Implicit and 

Explicit. But the feature identification is done on the implicit 

data because that is indirect opinion about any product or 

services. In this for implicit feature identification is done with 

the help of co-occurrence association rule mining. In [6] the 
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effect of word-of-mouth (WOM) marketing on member 

growth at an Internet social networking site and compare it 

with traditional marketing vehicles. Because social network 

sites record the electronic invitations from existing members, 

outbound WOM can be precisely tracked. Along with 

traditional marketing, WOM can then be linked to the 

number of new members subsequently joining the site 

(signups). Because of the endogeneity among WOM, new 

sign-ups, and traditional marketing activity, the authors 

employ a vector auto regressive (VAR) modeling approach. 

 

In [7]SemEval2015 Task 12, a continuation of SemEval-

2014 Task 4, aimed to foster research beyond sentence- or 

text-level sentiment classification towards Aspect Based 

Sentiment Analysis. The goal is to identify opinions 

expressed about specific entities (e.g., laptops) and their 

aspects (e.g., price). The task provided manually annotated 

reviews in three domains (restaurants, laptops and hotels), 

and a common evaluation procedure. In [8] proposes a 

simple yet effective method, based on faceted search, that 

treats all entities in a unified manner: returning all of them 

(documents, people and tags) on every search, and allowing 

all of them to be used as search terms. describe an 

implementation of such a social search engine on the intranet 

of a large enterprise, and present large-scale experiments 

which verify the validity of our approach. 

 

3. Methods 
 

In the past years, many mechanisms has been freed about the 

sentiment analysis. Completions of a work of sentiment 

analysis has been approved on a different ecommerce 

applications and their huge amount of datasets. 

 

3.1 Machine Learning:  

 

Machine learning approach is mainly used for sentiment 

analysis. Sentiment analysis is done over tweets, reviews, 

comments, feedbacks etc. to know the quality of products. In 

machine learning firstly well-mannered dataset is required 

and make them feature vector, applied machine learning 

based classification calculations i.e., : Naive Bayes, 

Maximum entropy and dictionary to extracts corresponding 

words. 

 

3.2 Lexicon Based:  

 

Lexicon based approach is used to extract the emotions from 

textual reviews. Sentiment analysis is more challenging 

because of small messages, spellings, grammars, syntax, 

emotions. Lexicon based approach is used in classification of 

text for aspect category detection. Machine learning 

approach is better than the lexicon based approach. 

 

3.3 Hybrid Approach: 

 

Some investigator’s combines the machine learning approach 

and lexicon based approach for better performance. By using 

hybrid approach the accuracy of accessibility is increased. 

 

 

4. Sentiment analysis Technique 
 

4.1 Machine Learning Approach:  

  

A dataset is created using review posts of online products. 

Reviews are in huge amount of texts and images so we 

perform sentiment analysis. In first phase pre-processing is 

done. After that POS tagging is done over a reviews to find 

out a positive, negative or neutral classes. In machine 

learning approach SVM, Naïve Bayes, Feature Driven 

Sentiment Analysis are used.  

 

[1] Creation of dataset:  

 

The e-commerce sites contains the huge amount of reviews 

gathered by the users. So firstly dataset is created by 

collecting reviews over a period of a time. The reviews 

contains the positive or negative sentiments.  

 

[2] Pre-processing:  

 

Keyword extraction is difficult in reviews because of huge 

amount of texts updated daily. Pre-processing step is done 

before feature extraction. Preprocessing step includes to 

removing URL, avoiding misspellings. Misspellings are 

avoided by replacing repeated characters with two 

occurrences.  

 

[3] Creation of Feature Vector:  

 

Feature extraction is done in two steps. In the first step, 

review specific features are extracted. Sentiments, emotions 

are the review specific features in the product reviews posted 

on sites. Sentiments can be positive or negative. This is done 

by part of speech tagger. If it is relevant then its 1 and 0 

otherwise.  

  

[4] Sentiment Analysis:  

 

After feature extraction sentiment analysis phase is executed. 

In sentiment analysis phase aspect category detection is to be 

done. This feature enables system to calculate sentiments or 

opinions about the aspects in the scale of 1 to 5. Where 1 

being lowest and 5 being the highest rate in star rating 

format.  

  

B. Natural Language Processing:  

 

Unsupervised technique is used for natural language 

processing for the lexical analysis. There are two types:  

  

[1]Dictionary Based Approach: 

 

The concept of dictionary based approach is to collect the 

small set of seed words with their opinions and that is helpful 

to use by using online dictionary to find out the sentiments or 

the emotions from the product review.  

 

[2] Corpus Based Approach:  

 

This approach is based on the co-occurrences and predefined 

set seed words and its opinions. In this the online dictionary 
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is automatically annotated to the words to extract the 

emotions.  
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