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Abstract: Diabetes is one of most common diseases worldwide that occurs when your blood glucose is too high. Blood glucose is your 

main source of energy and comes from the food you eat. Annually it costs a lot of money to take care people with diabetes. Thus the most 

important issue arises to predict diabetes to be very accurately. One of these methods is using machine learning model. So in this paper, 

we used a machine learning to predict whether a person is diabetic or not. To build the onset Diabetes predictor by machine learning we 

used PIMA (Indian Diabetes Datasets). After analyzing dataset and training the machine learning model using Random Forest 

algorithm, the average probability was 0.75 and the average accuracy was coming to predict if a person is diabetic or not was 77.3%. but 

to get more accurate result, we used XgBoost (machine learning library) which in result able to give more accurate details with high 

accuracy of 85.24%.  
 

Keywords: Diabetes, Machine Learning, Algorithm, prediction 

  

1.Introduction 
 

Diabetes is a long-lasting disease that happens when the 

pancreas fails to create enough insulin, or when the body 

cannot use the insulin produced efficiently. Blood sugar in 

blood is control by a hormone called insulin. Hyperglycemia 

is a common result of uncontrolled diabetes and, over time, 

causes severe damage to many organs, particularly nerves 

and blood vessels.  

 

In 2015, 8.5% of adults aged 17 years or older had diabetes. 

In 2013, diabetes was the cause of 1.5 million deaths, and 

high blood glucose caused 2.3 million deaths. Diabetes 

patients have doubled in the last ten years worldwide. More 

than 200 million people are infected and about a seven 

percent increase in the annual predominance of diabetes in 

the world. People for a long time suffered from different 

diseases that in some cases have been able to diagnose 

diseases and offer them the solution in order to enhance it, 

but unfortunately, sometimes, due to the lack of diagnosis of 

symptoms in patients for a long time may even threaten the 

life of the patient. Therefore, many studies have been done in 

the field of predicting for several diseases to the extent that 

today's human take advantage of decision supports models 

and smart method to predict [1, 2]. Deferment in the 

diagnosis and prediction of diabetes due to insufficient 

control of blood glucose increases macro vascular and 

Capillaries difficulties risk, ocular diseases and kidney 

failure [1, 2]. So we proposed an machine learning model to 

predict diabetes that can be useful and helpful for doctors 

and practitioners. In this research, we used the following 

attributes: Number of pregnancies (describes the number of 

times the person has been pregnant.), Glucose (describes the 

blood glucose level on testing), BMI (Body Mass Index: 

(weight in kg/ (height in m) ^2)), Blood Pressure (describes 

the diastolic blood pressure), Age (years), Diabetes (Whether 

or not the person has diabetes/ or any family history with 

diabetes), Insulin (describes the amount of insulin in a 2 hour 

serum test), Skin (Thickness describes the skinfold thickness 

of the triceps), Outcome (describes if the person is predicted 

to have diabetes or not) [15]. It should also be noted that the 

dataset has no missing values and thus, filling up the dataset 

using algorithms will not be necessary.  

 

2.Literature Review 
 

Diabetes is a disease that occurs when yours blood sugar is 

too high. Blood sugar is the main source of energy which 

comes from the food you eat. Thus only remedy or a way to 

control diabetes is Insulin, which balanced out the blood 

sugar level in our body. Insulin is a hormone made by the 

pancreas that helps glucose from food get into your cells that 

used for energy for your body. But sometimes your body 

doesn’t make enough insulin. So glucose then stays in your 

blood and doesn’t reach cells. To provide energy to cells we 

give artificial insulin [2].  

 

Blood sugar in normal people after meal hover around 70 to 

80mg/dl. Whereas, for diabetic person blood sugar goes 

170mg/dl and above shown Figure 1 [2]. 

 

 
Figure 1: Blood sugar chart 

 

There are two types of diabetes. In Type I diabetes, 

obliteration of beta pancreatic cells damage insulin 

construction and in type II, there is a progressive insulin 

confrontation in the body and ultimately may yield to the 

obliteration of pancreatic beta cells and faults in insulin 

production. In type II diabetes, it is known that genetic 

issues, obesity and lack of physical activity have a vital part 

in a person [1].  

 

Even though cause of type I is unidentified, but according to 
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researchers it is caused by lack of insulin or no insulin 

produced. In type I beta cells have been destroyed. Number 

of factor that may indicate a greater risk of type I diabetes 

[2]:  

 

 It can occur at any age.  

 If a person has any family history of type I diabetes, it 

upsurges high risk.  

 Lack of insulin production due to auto immune disease.  

 

Type II diabetes occurs when the body either doesn’t 

produce enough insulin or the insulin produced doesn’t work 

properly (known as insulin resistance). In type II beta cells 

destroyed over time. Number of factor that may indicate a 

greater risk of type II diabetes [2]:  

 

 Mostly occurs in adults.  

 Genetic-a family history of type II diabetes increase the 

risk to young person.  

 Weight-Excess body fat can cause insulin resistance.  

 Poor diet-Diet with high cholesterol, calories and fat 

increase body’s resistance to insulin.  

 Lack of exercise-being inactive can cause insulin 

resistance and increase high risk of type II.  

 

 A practical approach to this problem is the application of 

regression analysis where past data is combined into some 

functions. The result is an equation in which both xj inputs 

are multiplied by wj; the sum of all product is constant, and 

then output y= ∑ xj wj +, where j = 0…. n.  

  

2.1 Previous studies 

 

 The author in [16] used data mining procedure for 

predicting the diabetes from medicals records. The author 

was inspired by death of people caused by diabetes in the 

world which involves avoiding the complication of 

disease. He came up with idea to develop a model using 

data mining which could classify diabetic patient control 

level based on their past medical data. The author used 

three data mining techniques which are Naïve Bayes, 

Logistic and J48. The researcher was executed using 

WEKA application which is data mining tool. The results 

showed that Logistic algorithm gave accuracy of 74.4%. 

Naïve Bayes gave accuracy of 74.2% and J48 gave 

accuracy of 73.5%. This proved that Logistic algorithm 

was more accurate than Naïve Bayes and J48. The research 

limited only to type II diabetes.  

 The authors in [18] were intended to predict the diabetes 

types of patients based on their physical health and 

medical records using boosting ensemble technique, which 

internally use random committee classifier. The evaluation 

result of the technique showed accuracy gave a F-

measured of 0.82 and ROC area of 0.82 for diabetes type I 

and II.  

 

3.Methodology 
 

By studying thoroughly the history of Diabetes, a number of 

factors have been recognized that have an impact on 

determining patients' cases in the subsequent period. These 

factors were prudently studied and coordinated with an 

appropriate number for coding the computer within the 

modeling environment. These factors were categorized as 

input variables and output variables that reflect some 

possible levels of disease status in terms of the assessment 

system. We will follow given data flow graph for prediction 

model evaluation shown in Figure 2. 

 

 
Figure 2: Flow Chart 

 

3.1 Input variable 

 

The specified input variables are those that can be obtained 

simply from the file system and the registry of diseases. 

Input variable are:  

 

Table 1: attributes in the Data set 

No. Attribute name 

1 Pregnancies: numbers of pregnancies  

2 Glucose: Plasma glucose concentration a 2 hours in an oral 

glucose tolerance test 

3 Blood Pressure: Diastolic blood pressure (mm Hg)  

4 Skin Thickness: Triceps skin fold thickness (mm)  

5 Insulin:-Hour serum insulin (mu U/ml)  

6 BMI: Body mass index (weight in kg/ (height in m) ^2)  

7 DiabetesPedigreeFunction: Diabetes pedigree function 

8 Age: Age (years)  

9 Outcome: Class variable (0 or 1) 268 of 768 are 1, the others 

are 0 

 

These given factors were converted into suitable format for 

data analysis using pandas and numpy shown in Figure 3.  

 

 
Figure 3: Input Data Transformation 

 

3.2 Correlation  

 

When two sets of data are strongly linked together we say 

they have a high Correlation. It is Positive when the value 

increase together, and It is Negative when one value decrease 

as the other increases.  

 

To find whether if there any correlation in PIMA dataset 

attributes, we plot a heat-map using matplotlib (plotting 

library in python) and seaborn (to get statistical data), after 

executing analyzed data via matplotlib we get a graph shown 

in Figure 4.  
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Figure 4: Heat-map 

 

We can see all the correlated data in Figure 5. This particular 

correlation lies between-1 to +1.  

 

 
Figure 5: correlation in Data set 

 

3.3 Model Evaluation 

 

As we mentioned above, the purpose of this experiment was 

to identify whether or not the person has diabetes. We used 

sklearn Regression algorithm, which predict a continuous-

valued attribute associated with an object.  

 

To predict a dependable variable value (y) based on the 

given independent variable (x). So, this regression technique 

find out relationship between x (input) and y (output). It 

follow Y = mX+c equation. We use same concept where 

there are more than two variable. This is known as multiple 

regression. For multiple regression equation of hyperlane is 

used, that is: 

 

y =b0 + m1b1 + m2b2 + m3b3 + … … mnbn shown in 

Figure 6.  

 

 
Figure 6: Regression 

 

The proposed model is implemented in sklearn regression 

environment. The dataset for the diagnoses of diabetes were 

gathered from Pima Indians Diabetes Database which 

contain 768 samples and 9 attributes (as seen in Figure 1). 

After training and validating, the network, the following 

results were obtained.  

 

The average probability was 0.75 and the accuracy of model 

to decide whether or not the person is diabetic was 77.3%.  

 

 But we need more accurate outcome for prediction, so we 

use Xgboost algorithm.  

 

3.4 Xgboost 
 

Xgboost is short for eXtreme Gradient Boosting package. It 

is a decision-tree-based ensemble Machine Learning 

algorithm that uses a gradient boosting framework by 

(Friedman, 2001) (Friedman et al., 2000). The package 

includes efficient linear model solver and tree learning 

algorithm. The package is made to be extendible, so that 

users are allowed to define their own objectives easily. It has 

few features: 

 

 Speed-xgboost is 10 times faster than gbm (gradient 

boosting classifier).  

 Input Types-Xgboost has several types of input data such 

as Dense Matrix, Sparse Matrix, Data File, xgb. DMatrix 

(own class).  

 Sparsity-xgboost accepts sparse input for both tree booster 

and linear booster.  

 Customization-xgboost can customize objective function.  

  Performance-xgboost can give better performance on 

several dataset.  

 

After training and executing the model, the accuracy of the 

diabetes prediction was (85.24%).  

 

4.Conclusion 
 

In this paper, machine learning model was used to predict 

diabetes. You can design and implement complex medical 

processes using software. The software systems are more 

effective and efficient in various medical fields including 

predicting, diagnosing, treating and helping the surgeons, 
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physicians, and the general population. These systems can be 

implemented in a parallel way and are distributed in different 

measures. The diabetes dataset contain 768 samples with 9 

attributes. After training, validating, and testing the dataset, 

we got (77.3%) accuracy with sklearn Regression but with 

XgBoost we got (85.24%) accuracy.  
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